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## EDITORIAL

BAYRAM ŞAHIN ©

Dear Readers,
With this new issue, the International Journal of Maps in Mathematics has published its first issue in its 5 th year. It is important for a scientific journal to complete 5 years. It proves that this journal is recognized by the scientific community and shows that it is an accepted platform for researchers working on the scope of the journal. We would like to thank our readers, editors, referees, technical assistants and you, our readers, who have contributed significantly to our journal's fifth year. The International Journal of Maps in Mathematics will continue to be a qualified platform for researchers in the research areas of the journal.

# THE APPROXIMATION OF BIVARIATE GENERALIZED BERNSTEIN-DURRMEYER TYPE GBS OPERATORS 

ECEM ACAR (D) AND AYDIN İZGI (D)

Abstract. In the present paper, we introduce the generalized Bernstein-Durrmeyer type operators and obtain some approximation properties of these operators studied in the space of continuous functions of two variables on a compact set. The rate of convergence of these operators are given by using the modulus of continuity. The order of approximation using Lipschitz function and Peetre's K- functional are given. Further, we introduce BernsteinDurrmeyer type GBS (Generalized Boolean Sum) operator by means of Bögel continuous functions which is more extensive than the space of continuous functions. We obtain the degree of approximation for these operators by using the mixed modulus of smoothness and mixed $K$-functional. Finally, we show comparisons by some illustrative graphics in Maple for the convergence of the operators to some functions.

Keywords: Bernstein-Durrmeyer operators, Modulus of continuity, Peetre's K- functional, GBS operators, B-continuous function, B-differentiable function, Mixed modulus of smoothness, Mixed $K$-functional.
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## 1. Introduction

Let $f(x)$ be a function defined on the closed interval $[0,1]$ the expression

$$
\begin{equation*}
B_{n} f(x)=B_{n}(f ; x)=\sum_{k=0}^{n} f\left(\frac{k}{n}\right)\binom{n}{k} x^{k}(1-x)^{n-k} \tag{1.1}
\end{equation*}
$$
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[^0]is called Bernstein polynomial of order $n$ of the function $f(x)$. The polynomials $B_{n} f(x)$ were introduced by S. Bernstein (see [5]) to give an especially simple proof of Weierstrass approximation theorem. The generalizations of Bernstein polynomials (1.1) were investigated in [15]- [12]. In 1988, [15] the function of two real variables function $f$ be given over the unit square
$$
s:[0,1] \times[0,1]
$$
then the bivariate Bernstein polynomial of degree ( $n, m$ ), corresponding to the function $f$, is defined by means of the formula
\[

$$
\begin{equation*}
B_{n, m}(x)=B_{n, m}(f ; x, y)=\sum_{k=0}^{n} \sum_{j=0}^{m} f\left(\frac{k}{n}, \frac{j}{m}\right)\binom{n}{k}\binom{m}{j} x^{k}(1-x)^{n-k} y^{j}(1-y)^{m-j} . \tag{1.2}
\end{equation*}
$$

\]

There are many investigations devoted to the problem of approximating continuous functions by classical Bernstein polynomials, as well as by two-dimensional Bernstein polynomials and their generalizations.

In 1967, Durrmeyer [11] introduced the following positive linear operators of the classical Bernstein operators, which modify with each function $f$ integrable on the interval $[0,1]$ the polynomial

$$
M_{n}(f(x))=(n+1) \sum_{k=0}^{n} p_{n, k}(x) \int_{0}^{1} p_{n, k}(t) f(t) d t
$$

which $p_{n, k}(x)=\binom{k}{n}\binom{n}{k} x^{k}(1-x)^{n-k}$. D. C. Morales and V. Gupta [9] studied two families of Bernstein-Durrmeyer type operators. The Baskakov Durrmeyer operators were introduced in 1985 and many properties of such operators were studied comprehensively. Gupta [13] presented the approximation properties of these operators. In 2007 [1] local approximation properties of a variant of the Bernstein-Durrmeyer operators were given.

In this paper, firstly we introduce bivariate generalized Bernstein-Durrmeyer operators. We investigate the properties of approximation of generalized Bernstein-Durrmeyer polynomials and the order of approximation using Lipschitz function and Peetre's $K$ - functional. Then, we define the Generalized Boolean Sum (GBS) operators of generalized BernsteinDurrmeyer type and study the degree of approximation in terms of the mixed modulus of smoothness.

## 2. Construction of the Bivariate Generalized Bernstein-Durrmeyer Type

## Operators

Let $\mathbb{D}=[-1,1] \times[-1,1],(x, y) \in \mathbb{D}, n, m \in \mathbb{N}$ and $f$ defined on the interval $C(\mathbb{D})$. We define the linear positive operators $D_{n, m}(f ; x, y)$ in the following way:

$$
\begin{equation*}
D_{n, m}(f ; x, y)=\frac{n+1}{2} \frac{m+1}{2} \sum_{k=0}^{n} \sum_{j=0}^{m} \phi_{n, m}^{k, j}(x, y) \int_{-1}^{1} \int_{-1}^{1} \phi_{n, m}^{k, j}(t, u) f(t, u) d t d u \tag{2.3}
\end{equation*}
$$

where

$$
\phi_{n, m}^{k, j}(x, y)=\varphi_{n}^{k}(x) \varphi_{m}^{j}(y)
$$

and

$$
\varphi_{n}^{k}(x)=\frac{1}{2^{n}}\binom{n}{k}(1+x)^{k}(1-x)^{n-k}
$$

Lemma 2.1. For $\forall(x, y) \in \mathbb{D}$ and $\forall n, m \in \mathbb{N}$, Bernstein-Durrmeyer operators (2.3) satisfy the following equalities:

$$
\begin{gather*}
D_{n, m}(1 ; x, y)=1  \tag{2.4}\\
D_{n, m}(t ; x, y)=x-\frac{2 x}{n+2} \\
D_{n, m}(u ; x, y)=y-\frac{2 y}{m+2} \\
D_{n, m}\left(t^{2}+u^{2} ; x, y\right)=x^{2}-\frac{(6 n+6) x^{2}-4 n x}{(n+2)(n+3)}+\frac{2-2 n}{(n+2)(n+3)}  \tag{2.5}\\
D_{n, m}\left(t^{3}+u^{3} ; x, y\right)=x^{3}-\frac{(6 m+6) y^{2}-4 m y}{(n+2)(m+3)}+\frac{2-2 m}{(m+2)(m+3)} \\
+\frac{12 n+48}{(n+2)(n+3)(n+4)}+y^{3}-\frac{12 m^{2}+24 m+24}{(m+2)(m+3)(m+4)} y^{3} \\
+\frac{6 m^{2}+6 m}{(m+2)(m+3)(m+4)} y+\frac{12 m+48}{(m+2)(m+3)(m+4)} x^{3}+\frac{6 n^{2}+6 n}{(n+2)(n+3)(n+4)} x \\
D_{n, m}\left(t^{4}+u^{4} ; x, y\right)=x^{4}-\frac{20 n^{3}+60 n^{2}+160 n+120}{(n+2)(n+3)(n+4)(n+5)} x^{4}+\frac{12 n^{3}-16 n^{2}+4 n}{(n+2)(n+3)(n+4)(n+5)} x^{2} \\
+\frac{-4 n^{3}-16 n^{2}+32 n}{(n+2)(n+3)(n+4)(n+5)} x+y^{4}-\frac{20 m^{3}+60 m^{2}+160 m+120}{(m+2)(m+3)(m+4)(m+5)} y^{4} \\
+\frac{12 m^{3}-16 m^{2}+4 m}{(m+2)(m+3)(m+4)(m+5)} y^{2}+\frac{-4 m^{3}-16 m^{2}+32 m}{(m+2)(m+3)(m+4)(m+5)} y
\end{gather*}
$$

From Lemma 2.1, we obtained the following lemma.
Lemma 2.2. If the operator $D_{n, m}$ is defined by 2.3), then for $\forall(x, y) \in \mathbb{D}$ and $n, m \in \mathbb{N}$

$$
\begin{gather*}
D_{n, m}\left((t-x)^{2} ; x, y\right)=\frac{(-2 n+6) x^{2}+4 n x+2-2 n}{(n+2)(n+3)}  \tag{2.6}\\
D_{n, m}\left((u-y)^{2} ; x, y\right)=\frac{(-2 m+6) y^{2}+4 m y+2-2 m}{(m+2)(m+3)}  \tag{2.7}\\
D_{n, m}\left((t-x)^{4} ; x, y\right)=\frac{72 n^{3}+852 n^{2}+1916 n+1680}{(n+2)(n+3)(n+4)(n+5)} x^{4}+\frac{24 n}{(n+2)(n+3)} x^{3} \\
+\frac{-24 n^{3}-272 n^{2}-830 n+840}{(n+2)(n+3)(n+4)(n+5)} x^{2}+\frac{-4 n^{3}-64 n^{2}-464 n-960}{(n+2)(n+3)(n+4)(n+5)} x \\
D_{n, m}\left((u-y)^{4} ; x, y\right)=\frac{72 m^{3}+852 m^{2}+1916 m+1680}{(m+2)(m+3)(m+4)(m+5)} y^{4}+\frac{24 m}{(m+2)(m+3)} y^{3} \\
+\frac{-24 m^{3}-272 m^{2}-830 m+840}{(m+2)(m+3)(m+4)(m+5)} y^{2}+\frac{-4 m^{3}-64 m^{2}-464 m-960}{(m+2)(m+3)(m+4)(m+5)} y .
\end{gather*}
$$

Let $C(\mathbb{D})$ is a continuous functions space on the $\mathbb{D}=[-1,1] \times[-1,1] . C(\mathbb{D})$ is a linear normed space with the norm

$$
\|f\|_{C(\mathbb{D})}=\max _{x \in[-1,1] \times[-1,1]}|f(x, y)|
$$

If $f_{n, m}$ is a sequence on the space $C(\mathbb{D})$, for $f \in C(\mathbb{D})$

$$
\lim _{n, m \rightarrow \infty}\left\|f_{n, m}-f\right\|=0
$$

then it is called uniformly convergence to the function $f$.
Lemma 2.3. Let $n \in \mathbb{N}$, for every fixed $x_{0} \in[-1,1]$, there exists a positive constant $M_{1}\left(x_{0}\right)$ such that $D_{n, n}\left(\left(t-x_{0}\right)^{4} ; x_{0}, y\right) \leq M_{1}\left(x_{0}\right) n^{-1}$.

Theorem 2.1. If $T_{n, m}$ is a sequence of linear positive operators satisfying the conditions

$$
\begin{array}{r}
\lim _{n, m \rightarrow \infty}\left\|T_{n, m}(1 ; x, y)-1\right\|_{C(\mathbb{X})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|T_{n, m}((t-x) ; x, y)-x\right\|_{C(\mathbb{X})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|T_{n, m}((u-y) ; x, y)-y\right\|_{C(\mathbb{X})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|T_{n, m}\left(t^{2}+u^{2} ; x, y\right)-\left(x^{2}+y^{2}\right)\right\|_{C(\mathbb{X})}=0,
\end{array}
$$

then for any function $f \in C(\mathbb{X})$, which is bounded in $\mathbb{R}^{2}$ and $\mathbb{X}$ is a compact set,

$$
\lim _{n, m \rightarrow \infty}\left\|T_{n, m}(f ; x, y)-f(x, y)\right\|_{C(\mathbb{X})}=0
$$

In the following theorem we show that the linear positive operator $D_{n, m}$ convergences to $f$ uniformly with the help of Theorem 2.1 given by Volkov [18].

Theorem 2.2. Let $f \in C(\mathbb{D})$, the operators $D_{n, m}$ defined by (2.3) converge uniformly to $f$ on $\mathbb{D} \subset \mathbb{R}^{2}$ as $n, m \rightarrow \infty$.

Proof. From (2.4)-(2.5), we obtain

$$
\begin{array}{r}
\lim _{n, m \rightarrow \infty}\left\|D_{n, m}(1 ; x, y)-1\right\|_{C(\mathbb{D})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|D_{n, m}((t-x) ; x, y)-x\right\|_{C(\mathbb{D})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|D_{n, m}((u-y) ; x, y)-y\right\|_{C(\mathbb{D})}=0, \\
\lim _{n, m \rightarrow \infty}\left\|D_{n, m}\left(t^{2}+u^{2} ; x, y\right)-\left(x^{2}+y^{2}\right)\right\|_{C(\mathbb{D})}=0 .
\end{array}
$$

The proof is obvious from Volkov's Theorem.

### 2.1. Degree of Approximation by $D_{n, m}$.

Definition 2.1. Let $f \in C(\mathbb{D})$ be a continuous function and $\delta$ a positive number. For $x, y \in \mathbb{D}$, the full continuity modulus of the function $f(x, y)$ is

$$
\omega(f ; \delta)=\frac{\max }{\sqrt{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}} \leq \delta}\left|f\left(x_{1}, y_{1}\right)-f\left(x_{2}, y_{2}\right)\right|
$$

and its partial continuity moduli with respect to $x$ and $y$ are defined by

$$
\begin{aligned}
& \omega^{(1)}(f ; \delta)=\max _{-1 \leq y \leq 1} \max _{\left|x_{1}-x_{2}\right| \leq \delta}\left|f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right| \\
& \omega^{(2)}(f ; \delta)=\max _{-1 \leq x \leq 1} \max _{\left|y_{1}-y_{2}\right| \leq \delta}\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| .
\end{aligned}
$$

It is also known that $\lim _{\delta \rightarrow 0} \omega(f ; \delta)=0$ and $\omega(f ; \lambda \delta) \leq(\lambda+1) \omega(f ; \delta)$ for any $\lambda \geq 0$. The same properties are satisfied by partial continuity moduli.

Theorem 2.3. Let $f \in C(\mathbb{D})$, the following inequalities hold:

$$
\begin{gather*}
\left\|D_{n, m}(f ; x, y)-f\right\|_{C(\mathbb{D})} \leq 3\left(\omega^{(1)}\left(f ; \frac{1}{\sqrt{n}}\right)+\omega^{(2)}\left(f ; \frac{1}{\sqrt{n}}\right)\right)  \tag{2.8}\\
\left\|D_{n, m}(f ; x, y)-f\right\|_{C(\mathbb{D})} \leq 3 \omega\left(f ; \sqrt{\frac{1}{n}+\frac{1}{m}}\right) . \tag{2.9}
\end{gather*}
$$

Proof. From (2.3)-(2.4) and using the properties of the modulus of continuity we obtain

$$
\begin{aligned}
\left|D_{n, m}(f ; x, y)-f(x, y)\right| & \leq\left|D_{n, m}(f(t, u)-f(t, y) ; x, y)\right|+\left|D_{n, m}(f(t, y)-f(x, y) ; x, y)\right| \\
& \leq D_{n, m}(|f(t, u)-f(t, y)|)+D_{n, m}(|f(t, y)-f(x, y)|) \\
& \leq \omega^{(1)}\left(f ; \delta_{n}\right)\left\{1+\frac{1}{\delta_{n}} \frac{n+1}{2} \sum_{k=0}^{n} \varphi_{n}^{k}(x) \int_{-1}^{1}|t-x| \varphi_{n}^{k}(t) d t\right\} \\
& +\omega^{(2)}\left(f ; \delta_{m}\right)\left\{1+\frac{1}{\delta_{m}} \frac{m+1}{2} \sum_{j=0}^{m} \varphi_{m}^{j}(y) \int_{-1}^{1}|u-y| \varphi_{m}^{j}(u) d u\right\}
\end{aligned}
$$

where $\delta_{n}, \delta_{m}$ are the sequences which tend to zero as $n, m \rightarrow \infty$. Applying the CauchySchwartz inequality we obtain

$$
\begin{aligned}
& \left|D_{n, m}(f ; x, y)-f(x, y)\right| \\
& \leq \omega^{(1)}\left(f ; \delta_{n}\right)\left\{1+\frac{1}{\delta_{n}} \frac{n+1}{2} \sum_{k=0}^{n} \varphi_{n}^{k}(x)\left(\int_{-1}^{1}(t-x)^{2} \varphi_{n}^{k}(t) d t\right)^{1 / 2}\left(\int_{-1}^{1} \varphi_{n}^{k}(t) d t\right)^{1 / 2}\right\} \\
+ & \omega^{(2)}\left(f ; \delta_{m}\right)\left\{1+\frac{1}{\delta_{m}} \frac{m+1}{2} \sum_{j=0}^{m} \varphi_{m}^{j}(y)\left(\int_{-1}^{1}(u-y)^{2} \varphi_{m}^{j}(u) d u\right)^{1 / 2}\left(\int_{-1}^{1} \varphi_{m}^{j}(u) d u\right)^{1 / 2}\right\} .
\end{aligned}
$$

Hence we get

$$
\begin{aligned}
& \left|D_{n, m}(f ; x, y)-f(x, y)\right| \leq \omega^{(1)}\left(f ; \delta_{n}\right)\left\{1+\frac{1}{\delta_{n}} \frac{n+1}{2}\left(\sum_{k=0}^{n} \varphi_{n}^{k}(x)\right)^{1 / 2}\left(\int_{-1}^{1}(t-x)^{2} \varphi_{n}^{k}(t) d t\right)^{1 / 2}\right\} \\
+ & \omega^{(2)}\left(f ; \delta_{m}\right)\left\{1+\frac{1}{\delta_{m}} \frac{m+1}{2}\left(\sum_{j=0}^{m} \varphi_{m}^{j}(y)\right)^{1 / 2}\left(\int_{-1}^{1}(u-y)^{2} \varphi_{m}^{j}(u) d u\right)^{1 / 2}\right\} \\
= & \omega^{(1)}\left(f ; \delta_{n}\right)\left\{1+\frac{1}{\delta_{n}}\left(D_{n, m}\left((t-x)^{2} ; x, y\right)\right)^{1 / 2}\right\}+\omega^{(2)}\left(f ; \delta_{m}\right)\left\{1+\frac{1}{\delta_{m}}\left(D_{n, m}\left((u-y)^{2} ; x, y\right)\right)^{1 / 2}\right\} .
\end{aligned}
$$

From (2.6) and (2.7), we obtain (2.8). Using (2.3), (2.4) and letting

$$
\delta=\sqrt{(t-x)^{2}+(u-y)^{2}}
$$

we have

$$
|f(t, u)-f(x, y)| \leq \omega\left(f ; \delta_{n m}\right)\left(\frac{\sqrt{(t-x)^{2}+(u-y)^{2}}}{\delta_{n m}}+1\right) .
$$

Hence, we obtain

$$
\begin{aligned}
\left|D_{n, m}(f ; x, y)-f(x, y)\right| & \leq D_{n, m}(|f(t, u)-f(x, y)| ; x, y) \\
& \leq \omega\left(f ; \delta_{n m}\right)\left\{1+\frac{1}{\delta_{n m}} D_{n, m}\left(\sqrt{(t-x)^{2}+(u-y)^{2}} ; x, y\right)\right\} \\
& \leq \omega\left(f ; \delta_{n m}\right)\left\{1+\frac{1}{\delta_{n m}} \frac{n+1}{2} \frac{m+1}{2} \sum_{k=0}^{n} \sum_{j=0}^{m} \phi_{n, m}^{k, j}(x, y)\right. \\
& \left.\int_{-1}^{1} \int_{-1}^{1}\left(\sqrt{(t-x)^{2}+(u-y)^{2}}\right) \phi_{n, m}^{k, j}(t, u) d t d u\right\}
\end{aligned}
$$

applying the Cauchy-Schwartz inequality, we obtain

$$
\begin{aligned}
&\left|D_{n, m}(f ; x, y)-f(x, y)\right| \leq \omega\left(f ; \delta_{n m}\right)\left\{1+\frac{1}{\delta_{n m}}\left(\frac{n+1}{2} \frac{m+1}{2} \sum_{k=0}^{n} \sum_{j=0}^{m} \phi_{n, m}^{k, j}(x, y)\right.\right. \\
&\left.\left.\int_{-1}^{1} \int_{-1}^{1}\left((t-x)^{2}+(u-y)^{2}\right)^{2} \phi_{n, m}^{k, j}(t, u) d t d u\right)^{1 / 2}\right\} \\
& \leq \omega\left(f ; \delta_{n m}\right)\left\{1+\frac{1}{\delta_{n m}}\left(D_{n, m}\left((t-x)^{2}+(u-y)^{2} ; x, y\right)\right)^{1 / 2}\right\}
\end{aligned}
$$

With (2.6) and (2.7) we get desired result 2.9).
Now, we give the order of approximation using Lipschitz function and Peetre's K- functional.

Corollary 2.1. If $f$ additionally satisfies a Lipschitz condition

$$
\left|f\left(x_{1}, y_{1}\right)-f\left(x_{2}, y_{2}\right)\right| \leq K\left(\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}\right)^{\alpha / 2}, 0 \prec \alpha \leq 1
$$

then the inequality

$$
\left|D_{n, n}(f ; x, y)-f(x, y)\right| \leq K^{\prime}\left(\frac{1}{n}+\frac{1}{m}\right)^{\alpha / 2}
$$

where $K^{\prime}=3 K$.

Corollary 2.2. If $f$ additionally satisfies a Lipschitz condition

$$
\left|f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right| \leq K_{1}\left|x_{1}-x_{2}\right|^{\alpha / 2}
$$

and

$$
\left|f\left(x, y_{1}\right)-f\left(x, y_{2}\right)\right| \leq K_{2}\left|y_{1}-y_{2}\right|^{\gamma / 2}
$$

then the inequality

$$
\left|D_{n, n}(f ; x, y)-f(x, y)\right| \leq K_{1}^{\prime}\left(\frac{1}{n}\right)^{\alpha / 2}+K_{2}^{\prime}\left(\frac{1}{m}\right)^{\alpha / 2}
$$

where $K_{1}^{\prime}=3 K_{1}, K_{2}^{\prime}=3 K_{2}$ holds.
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Let $C^{2}(\mathbb{D})$ be the space of all functions $f \in C(\mathbb{D})$ such that $\frac{\partial^{i} f}{\partial x^{i}}, \frac{\partial^{i} f}{\partial y^{i}} \in C(\mathbb{D})$ for $i=1,2$. The norm on the space $C^{2}(\mathbb{D})$ is defined as

$$
\|f\|_{C^{2}(\mathbb{D})}=\|f\|_{C(\mathbb{D})}+\sum_{i=1}^{2}\left(\left\|\frac{\partial^{i} f}{\partial x^{i}}\right\|_{C(\mathbb{D})}+\left\|\frac{\partial^{i} f}{\partial y^{i}}\right\|_{C(\mathbb{D})}\right)
$$

Definition 2.2. Let $f \in C(\mathbb{D})$. The Peetre's $K$-functional is defined by

$$
\begin{equation*}
\mathcal{K}(f ; \delta)=\inf _{g \in C^{2}(\mathbb{D})}\left\{\|f-g\|_{C(\mathbb{D})}+\delta\|g\|_{C^{2}(\mathbb{D})}, \delta>0\right\} \tag{2.10}
\end{equation*}
$$

Theorem 2.4. For the function $f \in C(\mathbb{D})$, we get

$$
\left|D_{n, m}(f ; x, y)-f(x, y)\right| \leq 2 \mathcal{K}\left(f ; \delta_{n, m}(x, y)\right)
$$

where $\delta_{n, m}(x, y)=\max \left(\frac{2}{n+2}, \frac{2}{m+2}\right)$.

Proof. Let $g \in C^{2}(\mathbb{D})$ and $t, s \in[-1,1]$. If we use Taylor's theorem at point $(x, y)$ for the function $g(t, s)$, we get

$$
\begin{aligned}
g(t, s)-g(x, y)= & \frac{\partial g(x, y)}{\partial x}(t-x)+\int_{x}^{t}(t-x) \frac{\partial^{2} g(u, y)}{\partial u^{2}} d u+\frac{\partial g(x, y)}{\partial y}(s-y) \\
& +\int_{y}^{s}(s-v) \frac{\partial^{2} g(x, v)}{\partial v^{2}} d v
\end{aligned}
$$

From Lemma 2.1, we have $D_{n, m}(t-x ; x, y)=-\frac{2 x}{n+2}$ ve $D_{n, m}(u-y ; x, y)=-\frac{2 y}{m+2}$. Applying the operator $D_{n, m}$ on the above equation, we obtain

$$
\begin{aligned}
D_{n, m}(g ; x, y)-g(x, y)= & -\frac{2 x}{n+2} g_{x}+D_{n, m}\left(\int_{x}^{t}(t-u) \frac{\partial^{2} g(u, y)}{\partial u^{2}} d u ; x, y\right) \\
& -\frac{2 y}{m+2} g_{y}+D_{n, m}\left(\int_{y}^{s}(s-v) \frac{\partial^{2} g(x, v)}{\partial v^{2}} d v ; x, y\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\mid D_{n, m} & (g ; x, y)-g(x, y) \mid \\
\leq & \left|\frac{2 x}{n+2} g_{x}+\frac{2 y}{m+2} g_{y}\right|+D_{n, m}\left(\left|\int_{x}^{t}\right| t-u| | \frac{\partial^{2} g(u, y)}{\partial u^{2}}|d u| ; x, y\right) \\
& +D_{n, m}\left(\left|\int_{y}^{s}\right| s-v| | \frac{\partial^{2} g(x, v)}{\partial v^{2}}|d v| ; x, y\right) \\
\leq & \left|\frac{2 x}{n+2} g_{x}+\frac{2 y}{m+2} g_{y}\right|+\frac{1}{2}\left|\frac{\partial^{2} g}{\partial x^{2}}\right|\left|D_{n, m}\left((t-x)^{2} ; x, y\right)\right| \\
& +\frac{1}{2}\left|\frac{\partial^{2} g(x, v)}{\partial v^{2}}\right|\left|D_{n, m}\left((u-y)^{2} ; x, y\right)\right|
\end{aligned}
$$

Using norm for $\forall x, y \in(D)$, we get

$$
\begin{aligned}
\left\|D_{n, m}(g ; x, y)-g(x, y)\right\|_{C(\mathbb{D})} \leq & \frac{2}{n+2}\left\|g_{x}\right\|_{C(\mathbb{D})}+\frac{2}{m+2}\left\|g_{y}\right\|_{C(\mathbb{D})} \\
& +\frac{1}{n+2}\left\|\frac{\partial^{2} g}{\partial x^{2}}\right\|_{C(\mathbb{D})}+\frac{1}{m+2}\left\|\frac{\partial^{2} g}{\partial y^{2}}\right\|_{C(\mathbb{D})} \\
\leq & \max \left(\frac{1}{n+2}, \frac{1}{m+2}\right)\left(\left\|g_{x}\right\|_{C(\mathbb{D})}+\left\|g_{y}\right\|_{C(\mathbb{D})}\right. \\
& \left.+\left\|\frac{\partial^{2} g}{\partial x^{2}}\right\|_{C(\mathbb{D})}+\left\|\frac{\partial^{2} g}{\partial y^{2}}\right\|_{C(\mathbb{D})}\right) \\
\leq & \delta_{n, m}\|g\|_{C^{2}(\mathbb{D})}
\end{aligned}
$$

where $\delta_{n, m}=\max \left(\frac{2}{n+2}, \frac{2}{m+2}\right)$. Since $D_{n, m}$ is a linear operator and for $\forall f \in C(\mathbb{D}), g \in$ $C^{2}(\mathbb{D})$, we have

$$
\begin{aligned}
\left\|D_{n, m}(f ; x, y)-f(x, y)\right\|_{C(\mathbb{D})} \leq & \left\|D_{n, m}(f-g ; x, y)\right\|_{C(\mathbb{D})} \\
& +\left\|D_{n, m}(g ; x, y)-g(x, y)\right\|_{C(\mathbb{D})}+\|f-g\|_{C(\mathbb{D})} \\
\leq & \|f-g\|_{C(\mathbb{D})}\left|D_{n, m}(1 ; x, y)\right| \\
& +\left\|D_{n, m}(g ; x, y)-g(x, y)\right\|_{C(\mathbb{D})}+\|f-g\|_{C(\mathbb{D})} .
\end{aligned}
$$

Hence

$$
\left\|D_{n, m}(f ; x, y)-f(x, y)\right\|_{C(\mathbb{D})} \leq 2\left(\|f-g\|_{C(\mathbb{D})}+\delta_{n, m}\|g\|_{C^{2}(\mathbb{D})}\right)
$$

Taking the infimum on the right hand side, we get

$$
\left|D_{n, m}(f ; x, y)-f(x, y)\right| \leq 2 \mathcal{K}\left(f ; \delta_{n, m}(x, y)\right) .
$$

## 3. Construction of GBS Operator of Generalized Bernstein-Durrmeyer Type

In 1934, Bögel introduced the term $B$-continuous and $B$-differentiable function and established important result for these functions [6]-7]. In 1966, Dobrescu and Matei [10] gave some approximation properties for bivariate Bernstein polynomials using a generalized boolean sum. The Test function theorem is given by Badea et al. [4] for Bögel continuous functions. Sidharth et al. introduced GBS operators of Bernstein-Schurer-Kantorovich type and studied the degree of approximation by means of the mixed modulus of smoothness and the mixed Peetre's K -functional in 17 .

In this section, we introduce Bernstein-Durrmeyer type GBS (Generalized Boolean Sum) operator by means of Bögel continuous functions which is more extensive than the space operators are obtained by using the mixed modulus of smoothness and mixed $K$-functional.

Let $X$ and $Y$ be a compact real intervals and let $\Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]$ be mixed difference of $f$ defined by

$$
\Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]=f(x, y)-f\left(x, y_{0}\right)-f\left(x_{0}, y\right)+f\left(x_{0}, y_{0}\right)
$$

for $(x, y),\left(x_{0}, y_{0}\right) \in X \times Y$. A function $f: X \times Y \rightarrow \mathbb{R}$ is called $B$-continuous (Bögel continuous) at $\left(x_{0}, y_{0}\right) \in X \times Y$, if

$$
\lim _{(x, y) \rightarrow\left(x_{0}, y_{0}\right)} \Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]=0
$$

for $(x, y) \in X \times Y$. Let the function $f: X \times Y \rightarrow \mathbb{R}$ if there exist $M>0$ such that

$$
\left|\Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]\right| \leq M
$$

for every $(x, y),\left(x_{0}, y_{0}\right) \in X \times Y$, then the function $f$ is defined by $B$-bounded (Bögel bounded) on $X \times Y$.

Throughout this paper $B_{b}(X \times Y)$ denotes all $B$-bounded functions on $X \times Y$ and $C_{b}(X \times$ $Y$ ) denotes $B$-continuous functions on $X \times Y$. As usual $B(X \times Y)$ and $C(X \times Y)$ predicate the space of all bounded functions and the space of all continuous functions on $X \times Y$.

The mixed modulus of smoothness of $f \in C_{b}(X \times Y)$ is defined by

$$
\begin{equation*}
\omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right):=\sup \left\{\left|\Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]\right|:\left|x-x_{0}\right|<\delta_{1},\left|y-y_{0}\right|<\delta_{2}\right\} \tag{3.11}
\end{equation*}
$$

for $(x, y),\left(x_{0}, y_{0}\right) \in X \times Y$ and for any $\left(\delta_{1}, \delta_{2}\right) \in(0, \infty) \times(0, \infty)$ with $\omega_{\text {mixed }}:[0, \infty) \times[0, \infty) \rightarrow$ $\mathbb{R}$.

In 1988-90's, Badea obtained the basic properties of the mixed modulus of smoothness $\omega_{\text {mixed }}$ and these properties are similar to usual modulus of continuity. Also; the mixed modulus of smoothness provide the next inequality for $\delta_{1}, \delta_{2}>0$

$$
\begin{equation*}
\omega_{\text {mixed }}\left(f ; \lambda_{1} \delta_{1}, \lambda_{2} \delta_{2}\right) \leq\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) . \tag{3.12}
\end{equation*}
$$

Let give the concept of Bögel differentiable function. A function $f: X \times Y \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ is called $B$-differentiable function at the point $\left(x_{0}, y_{0}\right) \in X \times Y$ if the limit

$$
\lim _{(x, y) \rightarrow\left(x_{0}, y_{0}\right)} \frac{\Delta_{(x, y)} f\left[x_{0}, y_{0} ; x, y\right]}{\left(x-x_{0}\right)\left(y-y_{0}\right)}
$$

exists and is finite. The limit is call to be the $B$-differential of $f$ at the point $\left(x_{0}, y_{0}\right)$ and is denoted by $T_{x y} f\left(x_{0}, y_{0}\right):=T_{B}\left(f ; x_{0}, y_{0}\right)$. The space of all $B$-differentiable functions is denoted by $T_{B}(X \times Y)$.

Let $f \in C_{b}(\mathbb{D})$, the mixed $K$-functional definition is given by

$$
\begin{aligned}
\mathcal{K}_{\text {mixed }}\left(f ; t_{1}, t_{2}\right)= & \inf _{g_{1}, g_{2}, h}\left\{\left\|f-g_{1}-g_{2}-h\right\|_{\infty}+t_{1}\left\|T_{B}^{2,0} g_{1}\right\|_{\infty}+t_{2}\left\|T_{B}^{0,2} g_{2}\right\|_{\infty}\right. \\
& \left.+t_{1} t_{2}\left\|T_{B}^{2,2} h\right\|_{\infty}\right\}
\end{aligned}
$$

where $g_{1} \in C_{B}^{2,0}, g_{2} \in C_{B}^{0,2}, h \in C_{B}^{2,2}$ and for $0 \leq p, q \leq 2 C_{B}^{p, q}$ denotes the space of the functions $f \in C_{b}(\mathbb{D})$ with continuous mixed partial derivates $T_{B}^{a, b} f, 0 \leq a \leq p, 0 \leq b \leq q$. The partial derivates are

$$
T_{x} f\left(x_{0}, y_{0}\right):=T_{B}^{1,0}\left(f ; x_{0}, y_{0}\right)=\lim _{x \rightarrow x_{0}} \frac{\Delta_{x} f\left(\left[x_{0}, x\right] ; y_{0}\right)}{\left(x-x_{0}\right)}
$$

and

$$
T_{y} f\left(x_{0}, y_{0}\right):=T_{B}^{0,1}\left(f ; x_{0}, y_{0}\right)=\lim _{y \rightarrow y_{0}} \frac{\Delta_{y} f\left(x_{0} ;\left[y_{0}, y\right]\right)}{\left(y-y_{0}\right)}
$$

where

$$
\Delta_{x} f\left(\left[x_{0}, x\right] ; y_{0}\right)=f\left(x, y_{0}\right)-f\left(x_{0}, y_{0}\right)
$$

and

$$
\Delta_{y} f\left(x_{0} ;\left[y_{0}, y\right]\right)=f\left(x_{0}, y\right)-f\left(x_{0}, y_{0}\right) .
$$

Definition 3.1. For $f \in C(\mathbb{D})$ and $m, n \in \mathbb{N}$, we define the Generalized Boolean Sum (GBS) operator of generalized Bernstein-Durrmeyer type operator $D_{n, m}$ as follows:

$$
\begin{align*}
S_{n, m}(f(t, s) ; x, y)= & \frac{n+1}{2} \frac{m+1}{2} \sum_{k=0}^{n} \sum_{j=0}^{m} \phi_{n, m}^{k, j}(x, y) \int_{-1}^{1} \int_{-1}^{1} \phi_{n, m}^{k, j}(t, u)  \tag{3.13}\\
& \times(f(t, y)+f(x, s)-f(t, s)) d t d u
\end{align*}
$$

for $(x, y) \in \mathbb{D}$ where the operator $S_{n, m}$ is well defined on the space $C_{b}(\mathbb{D})$ and $f \in C_{b}(\mathbb{D})$.

### 3.1. Degree of Approximation by $S_{n, m}$.

Theorem 3.1. For every $f \in C_{b}(\mathbb{D})$, the operator 3.13) satisfy the following inequality at each point $(x, y) \in \mathbb{D}$

$$
\left|S_{n, m}(f ; x, y)-f(x, y)\right| \leq 9 \omega_{\text {mixed }}\left(f ; n^{-1 / 2}, m^{-1 / 2}\right)
$$

Proof. Using the definition of $\omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)$ and for $\delta_{1}, \delta_{2}>0$ taking the inequality

$$
\omega_{\text {mixed }}\left(f ; \lambda_{1} \delta_{1}, \lambda_{2} \delta_{2}\right) \leq\left(1+\lambda_{1}\right)\left(1+\lambda_{2}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)
$$

we can write

$$
\begin{align*}
\left|\Delta_{(x, y)} f[t, s ; x, y]\right| & \leq \omega_{\text {mixed }}(f ;|t-x|,|s-y|) \\
& \leq\left(1+\frac{|t-x|}{\delta_{1}}\right)\left(1+\frac{|s-y|}{\delta_{2}}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) \tag{3.14}
\end{align*}
$$

for every $(x, y),(t, s) \in \mathbb{D}$ and for any $\left(\delta_{1}, \delta_{2}\right)>0$. From the definition of $\Delta_{(x, y)} f[t, s ; x, y]$, we have

$$
\begin{equation*}
f(x, s)+f(t, y)-f(t, s)=f(x, y)-\Delta_{(x, y)} f[t, s ; x, y] . \tag{3.15}
\end{equation*}
$$

If we apply this equality the operator $D_{n, m}$ and take the definition $S_{n, m}$, we can write

$$
S_{n, m}(f ; x, y)=f(x, y) D_{n, m}(1 ; x, y)-D_{n, m}\left(\Delta_{(x, y)} f[t, s ; x, y] ; x, y\right) .
$$

From (2.4), we have $D_{n, m}(1 ; x, y)=1$. Taking (3.14) into account and applying CauchySchwarz inequality, we obtain

$$
\begin{aligned}
\left|S_{n, m}(f ; x, y)-f(x, y)\right| & \leq D_{n, m}\left(\Delta_{(x, y)} f[t, s ; x, y] ; x, y\right) \\
& \leq\left(D_{n, m}(1 ; x, y)+\delta_{1}^{-1} \sqrt{D_{n, m}\left((t-x)^{2} ; x, y\right)}\right. \\
& +\delta_{2}^{-1} \sqrt{D_{n, m}\left((s-y)^{2} ; x, y\right)} \\
& \left.+\delta_{1}^{-1} \delta_{2}^{-1} \sqrt{D_{n, m}\left((t-x)^{2} ; x, y\right) D_{n, m}\left((s-y)^{2} ; x, y\right)}\right) \\
& \times \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) .
\end{aligned}
$$

From Lemma 2.2 and for every $(x, y) \in \mathbb{D}$, we have

$$
D_{n, m}\left((t-x)^{2} ; x, y\right) \leq \frac{4}{n}
$$

and

$$
D_{n, m}\left((u-y)^{2} ; x, y\right) \leq \frac{4}{m}
$$

Therefore, choosing $\delta_{1}=n^{-1 / 2}$ ve $\delta_{2}=m^{-1 / 2}$ we get

$$
\left|S_{n, m}(f ; x, y)-f(x, y)\right| \leq 9 \omega_{\text {mixed }}\left(f ; n^{-1 / 2}, m^{-1 / 2}\right)
$$

Theorem 3.2. Let take $T_{B} f \in B(\mathbb{D})$ with the function $f \in T_{b}(\mathbb{D})$. Then, for every $(x, y) \in \mathbb{D}$, we get

$$
\begin{equation*}
\left|S_{n, m}(f ; x, y)-f(x, y)\right| \leq M \cdot\left[\left\|T_{B} f\right\|_{\infty}+\omega_{\text {mixed }}\left(T_{B} f ; n^{-1 / 2}, m^{-1 / 2}\right)\right](n m)^{-1 / 2} \tag{3.16}
\end{equation*}
$$

where $M$ is any positive constant.

Proof. Let the function $f \in T_{b}(\mathbb{D})$. From [8], we have the identity

$$
\begin{equation*}
\Delta_{(x, y)} f[t, s ; x, y]=(t-x)(s-y) T_{B} f(\varsigma, \rho), x<\varsigma<t, y<\rho<s \tag{3.17}
\end{equation*}
$$

From the definition $\Delta_{(x, y)} f[t, s ; x, y]$ and appliying $T_{B} f$ to each side of the equality 3.15), we get

$$
T_{B} f(\varsigma, \rho)=\Delta_{(x, y)} T_{B} f(\varsigma, \rho)+T_{B} f(\varsigma, y)+T_{B} f(x, \rho)-T_{B} f(x, y)
$$

Taking $T_{B} f \in B(\mathbb{D})$ and above equation into account, we can write

$$
\begin{aligned}
\mid D_{n, m} & \left(\Delta_{(x, y)} f[t, s ; x, y] ; x, y\right) \mid \\
= & \left|D_{n, m}\left((t-x)(s-y) T_{B} f(\varsigma, \rho) ; x, y\right)\right| \\
\leq & D_{n, m}\left(|t-x||s-y|\left|\Delta_{(x, y)} T_{B} f(\varsigma, \rho)\right| ; x, y\right) \\
& \quad+D_{n, m}\left(|t-x||s-y|\left(\left|T_{B} f(\varsigma, y)\right|+\left|T_{B} f(x, \rho)\right|+\left|T_{B} f(x, y)\right|\right) ; x, y\right) \\
\leq & D_{n, m}\left(|t-x||s-y| \omega_{\text {mixed }}\left(T_{B} f ;|\varsigma-x|,|\rho-y|\right) ; x, y\right) \\
& \quad+3\left\|T_{B} f\right\|_{\infty} D_{n, m}(|t-x||s-y| ; x, y) .
\end{aligned}
$$

Also, since the mixed modulus of smoothness $\omega_{\text {mixed }}$ is nondecreasing, we have

$$
\begin{aligned}
\omega_{\text {mixed }}\left(T_{B} f ;|\varsigma-x|,|\rho-y|\right) & \leq \omega_{\text {mixed }}\left(T_{B} f ;|t-x|,|s-y|\right) \\
& \leq\left(1+\delta_{1}^{-1}|t-x|\right)\left(1+\delta_{2}^{-1}|s-y|\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)
\end{aligned}
$$

Substituting in the above equality and applying the linearity of the operator $D_{n, m}$ and using the inequality of Cauchy-Schwarz, we get

$$
\begin{aligned}
\left|S_{n, m}(f ; x, y)-f(x, y)\right|= & \left|D_{n, m}\left(\Delta_{(x, y)} f[t, s ; x, y] ; x, y\right)\right| \\
\leq & 3\left\|T_{B} f\right\|_{\infty} \sqrt{D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right)} \\
& +\left[D_{n, m}(|t-x||s-y| ; x, y)\right. \\
& +\delta_{1}^{-1} D_{n, m}\left((t-x)^{2}|s-y| ; x, y\right) \\
& +\delta_{2}^{-1} D_{n, m}\left(|t-x|(s-y)^{2} ; x, y\right) \\
& \left.+\delta_{1}^{-1} \delta_{2}^{-1} D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right)\right] \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) \\
\leq & 3\left\|T_{B} f\right\|_{\infty} \sqrt{D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right)} \\
& +\left[\sqrt{D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right)}\right. \\
& +\delta_{1}^{-1} \sqrt{D_{n, m}\left((t-x)^{4}(s-y)^{2} ; x, y\right)} \\
& +\delta_{2}^{-1} \sqrt{D_{n, m}\left((t-x)^{2}(s-y)^{4} ; x, y\right)} \\
& \left.+\delta_{1}^{-1} \delta_{2}^{-1} D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right)\right] \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) .
\end{aligned}
$$

From Lemma 2.2, we have

$$
D_{n, m}\left((t-x)^{2} ; x, y\right) \leq \frac{4}{n}
$$

and

$$
D_{n, m}\left((u-y)^{2} ; x, y\right) \leq \frac{4}{m}
$$

For $(x, y),(t, s) \in \mathbb{D}, p, q \in 1,2$ and taking

$$
D_{n, m}\left((t-x)^{2 p}(s-y)^{2 q} ; x, y\right)=D_{n, m}\left((t-x)^{2 p} ; x, y\right) D_{n, m}\left((s-y)^{2 q} ; x, y\right)
$$

into account, choosing $\delta_{1}=n^{-1 / 2}$ ve $\delta_{2}=m^{-1 / 2}$, we get the desired result 3.16.
In the following theorem, we evaluate the order of approximation of the sequence $\left\{S_{n, m}(f)\right\}$ to the function $f \in C_{b}(\mathbb{D})$ in terms of mixed $K$-functional.

Theorem 3.3. Let the operator $S_{n, m}$ given in (3.13). Then, for every $f \in C_{b}(\mathbb{D})$ we get

$$
\begin{equation*}
\left|S_{n, m}(f ; x, y)-f(x, y)\right| \leq 2 \mathcal{K}_{\text {mixed }}\left(f ; \frac{2}{n}, \frac{2}{m}\right) \tag{3.18}
\end{equation*}
$$

Proof. For the function $g_{1} \in C_{B}^{2,0}(\mathbb{D})$ using Taylor formula, we get

$$
g_{1}(t, s)=g_{1}(x, y)+(t-x) T_{B}^{1,0} g_{1}(x, y)+\int_{x}^{t}(t-u) T_{B}^{2,0} g_{1}(u, y) d u
$$

([6]). Since the operator $S_{n, m}$ reproduces linear functions

$$
S_{n, m}\left(g_{1} ; x, y\right)=g_{1}(x, y)+S_{n, m}\left(\int_{x}^{t}(t-u) T_{B}^{2,0} g_{1}(u, y) d u ; x, y\right)
$$

and the definition of $S_{n, m}$ operator for $g_{1} \in C_{B}^{2,0}(\mathbb{D})$, we get

$$
\begin{aligned}
\left|S_{n, m}\left(g_{1} ; x, y\right)-g_{1}(x, y)\right| & =\left|D_{n, m}\left(\int_{x}^{t}(t-u)\left[T_{B}^{2,0} g_{1}(u, y)-T_{B}^{2,0} g_{1}(u, s)\right] d u ; x, y\right)\right| \\
& \leq D_{n, m}\left(\left|\int_{x}^{t}\right| t-u| | T_{B}^{2,0} g_{1}(u, y)-T_{B}^{2,0} g_{1}(u, s)|d u ; x, y|\right) \\
& \leq\left\|T_{B}^{2,0} g_{1}\right\|_{\infty} D_{n, m}\left((t-x)^{2} ; x, y\right) \\
& <\left\|T_{B}^{2,0} g_{1}\right\|_{\infty} \cdot \frac{4}{n}
\end{aligned}
$$

For $g_{2} \in C_{B}^{0,2}(\mathbb{D})$,

$$
\begin{aligned}
\left|S_{n, m}\left(g_{2} ; x, y\right)-g_{2}(x, y)\right| & =\left|D_{n, m}\left(\int_{y}^{s}(s-v)\left[T_{B}^{0,2} g_{2}(v, y)-T_{B}^{0,2} g_{2}(v, s)\right] d v ; x, y\right)\right| \\
& \leq D_{n, m}\left(\left|\int_{y}^{s}\right| s-v| | T_{B}^{0,2} g_{2}(v, y)-T_{B}^{0,2} g_{2}(v, s)|d v ; x, y|\right) \\
& \leq\left\|T_{B}^{0,2} g_{2}\right\|_{\infty} D_{n, m}\left((s-y)^{2} ; x, y\right) \\
& <\left\|T_{B}^{0,2} g_{2}\right\|_{\infty} \cdot \frac{4}{m}
\end{aligned}
$$

For $h \in C_{B}^{2,2}(\mathbb{D})$, we get

$$
\begin{aligned}
h(t, s)= & h(x, y)+(t-x) T_{B}^{1,0} h(x, y)+(s-y) T_{B}^{0,1} h(x, y)+(t-x)(s-y) T_{B}^{1,1} h(x, y) \\
& +\int_{x}^{t}(t-u) T_{B}^{2,0} h(u, y) d u+\int_{y}^{s}(s-v) T_{B}^{0,2} h(x, v) d v \\
& +\int_{x}^{t}(s-y)(t-u) T_{B}^{2,1} h(u, y) d u+\int_{y}^{s}(t-x)(s-v) T_{B}^{1,2} h(x, v) d v \\
& +\int_{x}^{t} \int_{y}^{s}(t-u)(s-v) T_{B}^{2,2} h(u, v) d v d u
\end{aligned}
$$

Since $S_{n, m}((t-x) ; x, y)=0, S_{n, m}((s-y) ; x, y)=0$ and the definition of the operator $S_{n, m}$

$$
\begin{aligned}
\left|S_{n, m}(h ; x, y)-h(x, y)\right| & \leq\left|D_{n, m}\left(\int_{x}^{t} \int_{y}^{s}(t-u)(s-v) T_{B}^{2,2} h(u, v) d v d u ; x, y\right)\right| \\
& \leq D_{n, m}\left(\left|\int_{x}^{t} \int_{y}^{s}(t-u)(s-v) T_{B}^{2,2} h(u, v) d v d u\right| ; x, y\right) \\
& \leq D_{n, m}\left(\int_{x}^{t} \int_{y}^{s}|t-u||s-v|\left|T_{B}^{2,2} h(u, v)\right| d v d u ; x, y\right) \\
& \leq \frac{1}{4}\left\|T_{B}^{2,2} h\right\|_{\infty} D_{n, m}\left((t-x)^{2}(s-y)^{2} ; x, y\right) \\
& \leq 4\left\|T_{B}^{2,2} h\right\|_{\infty} \frac{1}{n} \frac{1}{m} .
\end{aligned}
$$

Therefore, we get

$$
\begin{aligned}
\left|S_{n, m}(f ; x, y)-f(x, y)\right| \leq & \left|\left(f-g_{1}-g_{2}-h\right)(x, y)\right|+\left|\left(g_{1}-S_{n, m} g_{1}\right)(x, y)\right| \\
& +\left|\left(g_{2}-S_{n, m} g_{2}\right)(x, y)\right|+\left|\left(h-S_{n, m} h\right)(x, y)\right| \\
& +\left|S_{n, m}\left(\left(f-g_{1}-g_{2}-h\right) ; x, y\right)\right| \\
\leq & 2\left\|f-g_{1}-g_{2}-h\right\|_{\infty}+4\left\|T_{B}^{2,0} g_{1}\right\|_{\infty} \frac{1}{n} \\
& +4\left\|T_{B}^{0,2} g_{2}\right\|_{\infty} \frac{1}{m}+4\left\|T_{B}^{2,2} h\right\|_{\infty} \frac{1}{n} \frac{1}{m}
\end{aligned}
$$

for $f \in C_{b}(\mathbb{D})$. Since the definition of the mixed $K$-functional and taking the infimum over all $g_{1} \in C_{B}^{2,0}(\mathbb{D}), g_{2} \in C_{B}^{0,2}(\mathbb{D}), h \in C_{B}^{2,2}(\mathbb{D})$ we get the desired result 3.18.
3.2. Numerical Examples. The convergence of the operators by illustrative graphics in Maple to certain functions for two dimensional cases are given and some numerical values are calculated as follows. For $n, m=1,2,5,10$ and the function $f(x, y)=x^{2} y+y^{2}$, the convergence of the operators $D_{n, m}$ is shown in Fig 1 . For $n, m=1,2,5,10$ and the function $f(x, y)=1-x^{3}+y^{3}$, the convergence of the operators $D_{n, m}$ is shown in Fig 2. It is seen that if the values of $n, m$ increase, the convergence of $D_{n, m}$ to the function $f$ becomes better. Finally, one can see that the convergence of the GBS operator $S_{n, m}$ has better approach than the operator $D_{n, m}$ for the function $f(x, y)=(1+x+y) \sin (x+y)$ in Fig 3 .


Figure 1. The convergence of the $D_{n, m}$ operators for $f(x, y)=x^{2} y+y^{2}$ and $n, m=1,2,5,10$.

Table 1. Mean errors of figure 1

| $(\mathrm{n}, \mathrm{m})$ | maximize $\left\|D_{n, m}(x, y)-f(x, y)\right\|$ |
| :--- | :--- |
| $\mathrm{n}, \mathrm{m}=5$ | 1,0204 |
| $\mathrm{n}, \mathrm{m}=15$ | 0,5113 |
| $\mathrm{n}, \mathrm{m}=25$ | 0,3390 |
| $\mathrm{n}, \mathrm{m}=50$ | 0,1836 |
| $\mathrm{n}, \mathrm{m}=100$ | 0,0957 |
| $\mathrm{n}, \mathrm{m}=150$ | 0,0647 |



Figure 2. The convergence of the $D_{n, m}$ operators for $f(x, y)=1-x^{3}+y^{3}$ and $n, m=1,2,5,10$.

Table 2. Mean errors of figure 2

| $(\mathrm{n}, \mathrm{m})$ | maximize $\left\|D_{n, m}(x, y)-f(x, y)\right\|$ |
| :--- | :--- |
| $\mathrm{n}, \mathrm{m}=5$ | 1,0476 |
| $\mathrm{n}, \mathrm{m}=10$ | 0,7362 |
| $\mathrm{n}, \mathrm{m}=50$ | 0,2139 |
| $\mathrm{n}, \mathrm{m}=100$ | 0,1131 |
| $\mathrm{n}, \mathrm{m}=500$ | 0,0066 |



Figure 3. The convergence of the $D_{n, m}$ operators and the $S_{n, m}$ operators for $f(x, y)=(1+x+y) \sin (x+y)$ and $n, m=5$.
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#### Abstract

There are many studies about rectifying curves. In this present study, we examine the ruled surfaces that have rectifying curves as base curves. We say that co-centrode curves defined by Chen and Dillen are the parameter curves for the special case $u=1$ on the ruled surface with a base rectifying curve. Also, we answer the question when does the parameter curves of the surface are geodesic.
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## 1. Introduction

The curves are the fundamental structure of differential geometry. In this study, we examine rectifying curves which are one of the subfamilies of the curves in Euclidean 3space. A regular curve $\alpha(s)$ is called a rectifying curve, if its position vector always lies its rectifying plane. So, the position vector of a rectifying curve satisfies the equation

$$
\alpha(s)=\lambda(s) T(s)+\mu(s) B(s)
$$

[^1]Beyhan Yılmaz; beyhanyilmaz@ksu.edu.tr; https://orcid.org/ 0000-0002-5091-3487
Yusuf Yaylı; yayli@science.ankara.edu.tr; https://orcid.org/ 0000-0003-4398-3855
for differentiable functions $\lambda$ and $\mu$ according to arc length parameter $s$. The notion of rectifying curves is introduced by B.Y. Chen in [1]. Also B.Y. Chen and Dillen show that there exists a relationship between the rectifying curves and the centrodes [2].

In the differential geometry of a regular curve, the curvature functions $\kappa$ and $\tau$ of a regular curve play an important role to determine what is the type of the curve. One of the most interesting characteristics of rectifying curves is that the ratio of their torsion and curvature is a non-constant linear function of the arc length parameter $s$.

There are many studies about rectifying curves. K. Ilarslan et.al in [4, 5] introduce the rectifying curves in the Minkowski 3-space. Also E. Özbey et.al study rectifying curves in dual Lorentzian space and they show that rectifying dual Lorentzian curves can be stated by the aid of dual unit spherical curves in [7]. In recent years, the rectifying curves from various viewpoints have been studied in Pseudo-Galilean space and three-dimensional sphere in [6, 8].

In this paper, we define the ruled surface whose the base curve is a rectifying curve by using modified Darboux vector field in Euclidean 3-space. So, we examine the relationship between rectifying curves and ruled surfaces. In [2], Chen and Dillen introduce co-centrode curves. Accordingly, we say that co-centrode curves are the parameter curve for the special case $u=1$ on this ruled surface. Also, we give the hypothesis that the curve whose the base curve for the given surface is a rectifying curve. Finally, we investigate the connection between the rectifying curve and the parameter curves of the surface which are the geodesic. We study the whole theory for the any orthonormal frame and also examine for special cases.

## 2. Preliminaries

Let $\alpha: I \subset \mathbb{R} \rightarrow \mathbb{E}^{3}$ be an arbitrary curve in three dimensional Euclidean space. A moving orthonormal frame is defined as $\left\{N_{1}, N_{2}, N_{3}\right\}$ in the $\mathbb{E}^{3}$ along to curve $\alpha$. Derivative of the frame is given by

$$
\left[\begin{array}{c}
N_{1}^{\prime}(s)  \tag{2.1}\\
N_{2}^{\prime}(s) \\
N_{3}^{\prime}(s)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa_{1}(s) & \kappa_{2}(s) \\
-\kappa_{1}(s) & 0 & \kappa_{3}(s) \\
-\kappa_{2}(s) & -\kappa_{3}(s) & 0
\end{array}\right]\left[\begin{array}{c}
N_{1}(s) \\
N_{2}(s) \\
N_{3}(s)
\end{array}\right]
$$

where $\kappa_{1}(s), \kappa_{2}(s)$ and $\kappa_{3}(s)$ are the curvatures of the curve $\alpha$. This any orthonormal frame encompasses some other frames. So, this frame is substantially important in terms of generality. For example, if we take $N_{1}=T, N_{2}=N, N_{3}=B, \kappa_{1}=\kappa, \kappa_{2}=0$ and $\kappa_{3}=\tau$, above orthonormal frame coincides with the Serret Frenet frame. Also, if we take
$N_{1}=T, N_{2}=N_{1}, N_{3}=N_{2}, \kappa_{1}=k_{1}, \kappa_{2}=0$ and $\kappa_{3}=k_{3}$, we have Bishop frame. Similarly, if we take $N_{1}=T, N_{2}=Y, N_{3}=Z, \kappa_{1}=k_{g}, \kappa_{2}=k_{n}$ and $\kappa_{3}=\tau_{r}$, orthonormal frame coincides with the Darboux frame on a curve. Using the equations $N_{1}=N, N_{2}=C, N_{3}=W, \kappa_{1}=$ $f, \kappa_{2}=0$ and $\kappa_{3}=g$, we get the alternative moving frame defined by Uzunoglu et.al in 9 .

In the Euclidean space, the Darboux vector may be interpreted kinematically as the direction of the instantaneous axis of rotation in the moving trihedron. The direction of the Darboux vector is the instantaneous axis of rotation. In terms of the moving frame apparatus, the general Darboux vector field $D$ can be expressed as

$$
\begin{equation*}
D=\kappa_{3}(s) N_{1}(s)-\kappa_{2}(s) N_{2}(s)+\kappa_{1}(s) N_{3}(s) \tag{2.2}
\end{equation*}
$$

and it provides the following symmetrical properties

$$
\begin{align*}
D \times N_{1}(s) & =N_{1}^{\prime}(s)  \tag{2.3}\\
D \times N_{2}(s) & =N_{2}^{\prime}(s) \\
D \times N_{3}(s) & =N_{3}^{\prime}(s)
\end{align*}
$$

where $\times$ is the wedge product in Euclidean space $\mathbb{E}^{3}$.
Izumiya and Takeuchi define the modified Darboux vector field as follows

$$
\bar{D}=\left(\frac{\tau}{\kappa}\right)(s) T(s)+B(s)
$$

with $\kappa(s) \neq 0$ and another modified Darboux vector field is defined as $\widetilde{D}=T(s)+$ $\left(\frac{\kappa}{\tau}\right)(s) B(s)$ with $\tau(s) \neq 0$ [3].

In [1] Chen proves that the curve $\alpha(s)$ is congruent to a rectifying curve if and only if the ratio $\frac{\tau}{\kappa}$ with $\kappa>0$ is a non-constant linear according to arc length parameter $s$ in $\mathbb{E}^{3}$.

## 3. Ruled Surfaces with The Base Rectifying Curves in Euclidean 3-Space

In this section, we examine the relationship between rectifying curves and ruled surfaces according to any orthonormal frame $\left\{N_{1}, N_{2}, N_{3}\right\}$. We consider this any orthonormal frame with $\kappa_{2}=0$ but note that the frame different from Frenet frame. Also, we give the hypothesis the parameter curves of the ruled surfaces with the base rectifying curve are geodesic. We can define the rectifying curve with this orthonormal frame. So, if the rate of the curvatures $\frac{\kappa_{3}}{\kappa_{1}}$ is a non-constant linear function according to arc length function $s$, then we can say the curve is a rectifying curve.

Theorem 3.1. Let $\alpha(s)=\int N_{1}(s) d s$ be a unit speed curve with any orthonormal frame $\left\{N_{1}, N_{2}, N_{3}, \kappa_{1}, \kappa_{3}\right\}$. The curve $\alpha$ is a rectifying curve if and only s-parameter curves of the surface $\phi(s, u)=\alpha(s)+u \bar{D}(s)$ are rectifying curve where $\bar{D}(s)=\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}$ is modified Darboux vector field and $u \neq-\frac{1}{a}$.

Proof. Let $\alpha(s)=\int N_{1}(s) d s$ be a unit speed and rectifying curve with the frame apparatus $\left\{N_{1}, N_{2}, N_{3}, \kappa_{1}, \kappa_{3}\right\}$. If the parameter $u$ is a constant, we obtain the $s$-parameter curves of the surface as $\beta(s)=\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right)(s) N_{1}(s)+N_{3}(s)\right)$. If we take the derivative of $\beta$ according to its arc length parameter, then we have

$$
\begin{aligned}
\frac{d \beta}{d \bar{s}} & =\frac{d \beta}{d s} \frac{d s}{d \bar{s}} \\
\bar{N}_{1} & =\left(1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}\right) N_{1} \frac{d s}{d \bar{s}}
\end{aligned}
$$

where $\left\{\bar{N}_{1}, \bar{N}_{2}, \bar{N}_{3}, \bar{\kappa}_{1}, \bar{\kappa}_{3}\right\}$ is the any orthonormal frame apparatus of $\beta$. If we take the norm of both sides of above equation, we have

$$
d \bar{s}=\left(1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}\right) d s
$$

If we integrate the last equation, we obtain

$$
\begin{equation*}
\bar{s}=s+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)+c, c \text { constant } \tag{3.4}
\end{equation*}
$$

and we can easily see that

$$
\bar{N}_{1}=N_{1} .
$$

Similarly, if a derivative of this equation is taken with respect to $s$, we obtain

$$
\begin{aligned}
\frac{d \bar{N}_{1}}{d \bar{s}} \frac{d \bar{s}}{d s} & =\kappa_{1} N_{2} \\
\bar{\kappa}_{1} \bar{N}_{2} & =\kappa_{1} N_{2} \frac{1}{1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}}
\end{aligned}
$$

where $\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime} \neq-\frac{1}{u}$. If we take the norm of last equation, we get

$$
\begin{equation*}
\bar{\kappa}_{1}=\frac{\kappa_{1}}{1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}} . \tag{3.5}
\end{equation*}
$$

So, we can easily see that

$$
\bar{N}_{2}=N_{2}
$$

Hence, we know that $\bar{N}_{3}=N_{3}$. If we take the derivative of this equation according to $s$, we have

$$
\begin{equation*}
\bar{\kappa}_{3}=\frac{\kappa_{3}}{1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}} \tag{3.6}
\end{equation*}
$$

If we look at the ratio of the Eq. (3.5) and Eq. (3.6), we can say that

$$
\begin{equation*}
\frac{\kappa_{3}}{\kappa_{1}}=\frac{\bar{\kappa}_{3}}{\bar{\kappa}_{1}} . \tag{3.7}
\end{equation*}
$$

Since $\alpha$ is a rectifying curve, we know that $\frac{\kappa_{3}}{\kappa_{1}}=a s+b$ non-constant linear function for some constants $a$ and $b$ with $a \neq 0$ and $a \neq-\frac{1}{u}$. Let us write this equality in equation 3.4.

$$
\begin{aligned}
& \bar{s}=s+u(a s+b)+c, \\
& \bar{s}=(1+a u) s+b u c, \\
& \bar{s}=e s+f,
\end{aligned}
$$

where $e, f$ are some constants with $e \neq 0$. So, we obtain the arc length parameter of the curve $\alpha$ as follows

$$
s=\frac{\bar{s}-f}{e} .
$$

From equation (3.7), we get

$$
\frac{\kappa_{3}}{\kappa_{1}}=\frac{\bar{\kappa}_{3}}{\bar{\kappa}_{1}}=a\left(\frac{\bar{s}-f}{e}\right)+b .
$$

Hence, we can easily see that

$$
\frac{\bar{\kappa}_{3}}{\bar{\kappa}_{1}}=\lambda \bar{s}+\mu
$$

where $\lambda$ and $\mu$ are some constants with $\lambda \neq 0$.
Finally, if the curve $\alpha$ is a rectifying curve, then $s$-parameter curves of the surface $\phi(s, u)=$ $\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right)$ are rectifying curve.

Conversely, let $s$-parameter curves of the surface $\beta(s)=\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right)$ are rectifying curve. The ratio of the curvatures of the curve $\beta$ is the non-constant linear function according to $\bar{s}$ for some constants $\lambda$ and $\mu$ with $\lambda \neq 0$ as

$$
\frac{\bar{\kappa}_{3}}{\bar{\kappa}_{1}}=\lambda \bar{s}+\mu .
$$

From the equations (3.4) and (3.7), we can easily see that

$$
\frac{\bar{\kappa}_{3}}{\bar{\kappa}_{1}}=\frac{\kappa_{3}}{\kappa_{1}}=\lambda\left(s+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)+c\right)+\mu .
$$

If the necessary arrangements are made, we get

$$
\frac{\kappa_{3}}{\kappa_{1}}=a s+b
$$

where $a, b$ are some constants with $a \neq 0$. This means that $\alpha$ is a rectifying curve.

Corollary 3.1. Let $\beta(s)=\int N_{3}(s) d s$ be a unit speed curve with $\left\{N_{1}, N_{2}, N_{3}, \kappa_{1}, \kappa_{3}\right\}$. The curve $\beta$ is a rectifying curve if and only if s-parameter curves of the surface $\phi(s, u)=$ $\beta(s)+v \widetilde{D}(s)$ are rectifying curve where $\widetilde{D}(s)=N_{1}+\left(\frac{\kappa_{1}}{\kappa_{3}}\right) N_{3}$ is modified Darboux vector field.

Corollary 3.2. Let $\gamma(s)=\int T(s) d s$ be a unit speed curve with $\{T, N, B, \kappa, \tau\}$. Then the curve $\gamma$ is a rectifying curve if and only if s-parameter curves of the surface $\phi(s, u)=$ $\gamma(s)+u \bar{D}(s)$ are rectifying curve where $\bar{D}(s)=\left(\frac{\tau}{\kappa}\right) T+B$ is modified Darboux vector field.

Remark 3.1. For a regular curve $\gamma$ in $\mathbb{E}^{3}$ with $\kappa \neq 0$, the curve given by the Darboux vector $D=\tau T+\kappa B$ is called the centrode of $\gamma$ and the curves $C_{ \pm}=\gamma \pm D$ are called the co-centrodes of $\gamma$. Chen and Dillen show that a curve $\gamma$ with non-zero constant curvature and non-constant torsion is a rectifying curve if and only if one of its co-centrodes is a rectifying curve [2]. If we select $u=1$ for $u$ constant parameter curves, then we define the $u$ constant parameter curves correspond to the co-centrodes.

Corollary 3.3. Let $\sigma(s)=\int N(s)$ be a unit speed curve with $\{N, C, W, f, g\}$ defined by Uzunoğlu [9]. The curve $\sigma$ is a rectifying curve if and only if s-parameter curves of the surface $\phi(s, u)=\sigma(s)+u \bar{D}(s)$ are rectifying curve where $\bar{D}(s)=\left(\frac{g}{f}\right) N+W$ is modified Darboux vector field.

Theorem 3.2. Let $\alpha(s)=\int N_{1}(s) d s$ be a unit speed curve with any orthonormal frame apparatus $\left\{N_{1}, N_{2}, N_{3}, \kappa_{1}, \kappa_{3}\right\}$. If $\alpha$ is a rectifying curve, the parameter curves of the surface $\phi(s, u)=\alpha(s)+u \bar{D}(s)$ are geodesic curve where $\bar{D}(s)=\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}$ is modified Darboux vector field and $u \neq-\frac{1}{a}$.

Proof. The curve $\alpha$ has been always geodesic on the surface, but the parameter curves of the surface are geodesic if $\alpha$ is a rectifying curve. The normal vector of the surface
is as follows

$$
\begin{aligned}
\phi_{s} & =\left(1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}\right) N_{1} \text { and } \phi_{u}=\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}, \\
N_{\phi} & =-\left(1+u\left(\frac{\kappa_{3}}{\kappa_{1}}\right)^{\prime}\right) N_{2} .
\end{aligned}
$$

Let $\alpha$ be a unit speed rectifying curve. Let's examine $s$-parameter curves of the surface

$$
\begin{gathered}
\phi(s, u)=\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right)(s) N_{1}(s)+N_{3}(s)\right), \\
\beta(s)=\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right), \\
\frac{d \beta}{d \bar{s}}=\frac{d \beta}{d s} \frac{d s}{d \bar{s}}=a N_{1} \frac{d s}{d \bar{s}} \\
\frac{d^{2} \beta}{d \bar{s}^{2}}=\frac{d^{2} \beta}{d s^{2}} \frac{d s^{2}}{d \bar{s}^{2}}=b \kappa_{1} N_{2},
\end{gathered}
$$

where $a$ and $b$ are some constants.
Similar to the above thought, if we examine $u$-parameter curves of the surface $\phi(s, u)=$ $\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right)$, then we have

$$
\begin{aligned}
\beta(s) & =\int N_{1}(s) d s+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right) \\
\frac{d^{2} \beta}{d \bar{u}^{2}} & =0
\end{aligned}
$$

So, if the curve $\alpha$ is a rectifying curve, then the parameter curves of the surface $\phi(s, u)=$ $\alpha(s)+u\left(\left(\frac{\kappa_{3}}{\kappa_{1}}\right) N_{1}+N_{3}\right)$ are geodesic curve.

Corollary 3.4. Let $\gamma=\int T(s) d s$ be a unit speed curve with $\{T, N, B, \kappa, \tau\}$. If $\gamma$ is a rectifying curve, the parameter curves of the surface $\phi(s, u)=\gamma(s)+u \bar{D}(s)$ are geodesic curve where $\bar{D}(s)=\left(\frac{\tau}{\kappa}\right) T+B$ is modified Darboux vector field.

Corollary 3.5. Let $\sigma(s)=\int N(s)$ be a unit speed curve with $\{N, C, W, f, g\}$. If $\sigma$ is a rectifying curve, the parameter curves of the surface $\phi(s, u)=\sigma(s)+u \bar{D}(s)$ are geodesic curve where $\bar{D}(s)=\left(\frac{g}{f}\right) N+W$ is modified Darboux vector field.
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#### Abstract

In this paper, we give some characterizations of Frenet curves in 3-dimensional Lorentzian concircular structure manifolds $\left((L C S)_{3}\right.$ manifolds). We define Frenet equations and the Frenet elements of these curves. We also obtain the curvatures of non-geodesic Frenet curves on $(L C S)_{3}$ manifolds. Finally we give some theorems, corollaries and examples for these curves.
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## 1. Introduction

The differential geometry of curves in manifolds investigated by several authors. Especially the curves in contact and para-contact manifolds drew attention and studied by the authors. B. Olszak[17], derived the conditions for an a.c.m structure on M to be normal and point out some of their consequences. B. Olszak completely characterized the local nature of normal a.c.m. structures on M by giving suitable examples. Moreover B. Olszak gave some restrictions on the scalar curvature in contact metric manifolds which are conformally flat or of constant $\phi$-sectional curvature in [16].
J. Welyczko [22], generalized some of the results for Legendre curves in three dimensional normal a.c.m. manifolds, especially, quasi-Sasakian manifolds. J. Welyczko [23], studied

[^2]Müslüm Aykut Akgün; muslumakgun@adiyaman.edu.tr; https://orcid.org/0000-0002-8414-5228
the curvatures of slant Frenet curves in three-dimensional normal almost paracontact metric manifolds.
B. E. Acet and S. Y. Perktaş [1] obtained the curvatures of Legendre curves in 3-dimensional $(\varepsilon, \delta)$ trans-Sasakian manifolds. Ji-Eun Lee, defined Lorentzian cross product in a threedimensional almost contact Lorentzian manifold and proved that $\frac{\kappa}{\tau-1}=$ cons. along a Frenet slant curve in a Sasakian Lorentzian three-manifold. Furthermore, Ji-Eun Lee proved that $\gamma$ is a slant curve if and only if M is Sasakian for a contact magnetic curve $\gamma$ in contact Lorentzian 3-manifold M in [12]. Ji-Eun Lee, also gave some characterizations for the generalized Tanaka-Webster connection in a contact Lorentzian manifold in [13.
A. Yıldirım [25] obtained the Frenet apparatus for Frenet curves on three dimensional normal almost contact manifolds and characterized some results for these curves.
U.C.De and K.De [10] studied Lorentzian Trans-Sasakian and conformally flat Lorentzian Trans-Sasakian manifolds.

The LCS manifolds was introduced by [19] with an example. A. A. Shaikh[20] studied various types of $(L C S)_{n}$-manifolds and proved that in such a manifold the Ricci operator commutes with the structure tensor $\varphi$.

In this framework, the paper is organized in the following way. Section 2 with two subsections, we give basic definitions of a $(L C S)_{n}$-manifolds manifold. In the second subsection we give the Frenet-Serret equations of a curve in $(L C S)_{3}$ manifold. We give finally the Frenet elements of a Frenet curve in $(L C S)_{3}$ manifold and give theorems, corollaries and examples for these curves in the third and fourth sections.

## 2. Preliminaries

2.1. Lorentzian Concircular Structure Manifolds. A Lorentzian manifold of dimension n is a doublet $(\bar{N}, \bar{g})$, where $\bar{N}$ is a smooth connected para-compact Hausdorff manifold of dimension n and $\bar{g}$ is a Lorentzian metric, that is, $\bar{N}$ admits a smooth symmetric tensor field g of type $(0,2)$ such that for each point $p \in \bar{N}$ the tensor $\bar{g}_{p}: T_{p} \bar{N} \times T_{p} \bar{N} \longrightarrow R$ is a non degenerate inner product of signature $(-,+, \ldots,+)$, where $T_{p} \bar{N}$ denotes the tangent space of $\bar{N}$ at p and $R$ is the real number space. A non zero vector field $V \in T_{p} \bar{N}$ is called spacelike (resp.non-spacelike, null and timelike) if it satisfies $\bar{g}_{p}(V, V)>0$ (resp., $\leq 0,=,<0$ ). 15]

Definition 2.1. In a Lorentzian manifold $(\bar{N}, \bar{g})$ a vector field $w$ is defined by

$$
\begin{equation*}
\bar{g}(U, \rho)=A(U) \tag{2.1}
\end{equation*}
$$

INT. J. MAPS MATH. (2022) 5(1):29-40 / FRENET CURVES IN 3-DIMENSIONAL LCS MANIFOLDS for any $U \in \chi(\bar{N})$ is said to be a concircular vector field if

$$
\begin{equation*}
\left(\nabla_{U} A\right)(V)=\alpha\{\bar{g}(U, V)+w(U) w(V)\} \tag{2.2}
\end{equation*}
$$

where $\alpha$ is a non-zero scalar and $w$ is a closed 1-form.[24]

If a Lorentzian manifold $\bar{N}$ admits a unit timelike concircular vector field $\xi$, called generator of the manifold, then we have

$$
\begin{equation*}
\bar{g}(\xi, \xi)=-1 \tag{2.3}
\end{equation*}
$$

Since $\xi$ is the unit concircular vector field on $\bar{N}$, there exists a non-zero 1 -form $\eta$ such that

$$
\begin{equation*}
\bar{g}(U, \xi)=\eta(U) \tag{2.4}
\end{equation*}
$$

which satisfies the following equation

$$
\begin{equation*}
\left(\nabla_{U} \eta\right)(V)=\alpha\{\bar{g}(U, V)+\eta(U) \eta(V)\}, \quad(\alpha \neq 0) \tag{2.5}
\end{equation*}
$$

for all vector fields U and V , where $\nabla$ gives the covariant differentiation with respect to the Lorentzian metric $\bar{g}$ and $\alpha$ is a non-zero scalar function satisfies

$$
\begin{equation*}
\left(\nabla_{U} \alpha\right)=U \alpha=d \alpha(U)=\rho \eta(U) \tag{2.6}
\end{equation*}
$$

where $\rho$ is a certain scalar function defined by $\rho=-(\xi \alpha)$. If we take

$$
\begin{equation*}
\varphi U=\frac{1}{\alpha} \nabla_{U} \xi \tag{2.7}
\end{equation*}
$$

then with the help of $(2.3),(2.4)$ and $(2.6)$, we can find

$$
\begin{equation*}
\varphi U=U+\eta(U) \xi \tag{2.8}
\end{equation*}
$$

which shows that $\varphi$ is a tensor field of type $(1,1)$, called the structure tensor of the manifold $\bar{N}$. Hence the Lorentzian manifold $\bar{N}$ of class $C^{\infty}$ equipped with a unit timelike concircular vector field $\xi$, its associated 1 -form $\eta$ and $(1,1)$ tensor field $\varphi$ is said to be a Lorentzian concircular structure manifold (i.e. $(L C S)_{n}$ manifold) 19 . Moreover, if $\alpha=1$, then we have the LP-Sasakian structure of Matsumoto[14]. So we can say the generalization of LP-Sasakian manifold gives us the $(L C S)_{n}$ manifold. It is noteworthy to mention that LCS-manifold is invariant under a conformal change whereas LP-Sasakian structure is not so 18 . In $(L C S)_{3}$ manifolds, the following relations hold [19]

$$
\begin{array}{r}
\varphi^{2} U=U+\eta(U) \xi, \quad \eta(\xi)=-1  \tag{2.9}\\
\varphi(\xi)=0, \quad \eta(\varphi U)=0
\end{array}
$$

and

$$
\begin{equation*}
\bar{g}(\varphi U, \varphi V)=\bar{g}(U, V)+\eta(U) \eta(V) . \tag{2.10}
\end{equation*}
$$

2.2. Frenet Curves. Let $\zeta: I \rightarrow \bar{N}$ be a unit speed curve in $(L C S)_{3}$ manifold $\bar{N}$ such that $\zeta^{\prime}$ satisfies $\bar{g}\left(\zeta^{\prime}, \zeta^{\prime}\right)=\varepsilon_{1}=\mp 1$. The constant $\varepsilon_{1}$ is called the casual character of $\zeta$. The constants $\varepsilon_{2}$ and $\varepsilon_{3}$ defined by $\bar{g}(n, n)=\varepsilon_{2}$ and $\bar{g}(b, b)=\varepsilon_{3}$ and called the second casual character and third casual character of $\zeta$, respectively. Thus we $\varepsilon_{1} \varepsilon_{2}=-\varepsilon_{3}$.
A unit speed curve $\zeta$ is said to be a spacelike or timelike if its casual character is 1 or -1 , respectively. A unit speed curve $\zeta$ is said to be a Frenet curve if $\bar{g}\left(\zeta^{\prime}, \zeta^{\prime}\right) \neq 0$. A Frenet curve $\zeta$ admits an orthonormal frame field $\left\{t=\zeta^{\prime}, n, b\right\}$ along $\zeta$. Then the Frenet-Serret equations given as follows:

$$
\begin{align*}
\nabla_{\zeta^{\prime}} t & =\varepsilon_{2} \kappa n \\
\nabla_{\zeta^{\prime}} n & =-\varepsilon_{1} \kappa t-\varepsilon_{3} \tau b  \tag{2.11}\\
\nabla_{\zeta^{\prime}} b & =\varepsilon_{2} \tau n
\end{align*}
$$

where $\kappa=\left|\nabla_{\zeta^{\prime}} \zeta^{\prime}\right|$ is the geodesic curvature of $\zeta$ and $\tau$ is geodesic torsion [12]. The vector fields $\mathrm{t}, \mathrm{n}$ and b are called the tangent vector field, the principal normal vector field and the binormal vector field of $\zeta$, respectively.

If the geodesic curvature of the curve $\zeta$ vanishes, then the curve is called a geodesic curve. If $\kappa=$ cons. and $\tau=0$, then the curve is called a pseudo-circle and pseudo-helix if the geodesic curvature and torsion are constant.

A curve in a three dimensional Lorentzian manifold is a slant curve if the tangent vector field of the curve has constant angle with the Reeb vector field,i.e. $\eta\left(\zeta^{\prime}\right)=-\bar{g}\left(\zeta^{\prime}, \xi\right)=\cos \theta=$ constant. If $\eta\left(\zeta^{\prime}\right)=-\bar{g}\left(\zeta^{\prime}, \xi\right)=0$, then the curve $\zeta$ is called a Legendre curve 12 .

## 3. Main Results

In this section we consider a $(L C S)_{3}$ manifold $\bar{N}$. Let $\zeta: I \rightarrow \bar{N}$ be a Frenet curve with the geodesic curvature $\kappa \neq 0$, given with the arc-parameter s and $\bar{\nabla}$ be the Levi-Civita connection on $\bar{N}$. From the basis $\left(\zeta^{\prime}, \varphi \zeta^{\prime}, \xi\right)$ we obtain an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ which
satisfy the equations

$$
\begin{align*}
& e_{1}=\zeta^{\prime} \\
& e_{2}=\frac{\varepsilon_{2} \varphi \zeta^{\prime}}{\sqrt{\varepsilon_{1}+\rho^{2}}},  \tag{3.12}\\
& e_{3}=\varepsilon_{2} \frac{\varepsilon_{1} \xi-\rho \zeta^{\prime}}{\sqrt{\varepsilon_{1}+\rho^{2}}}
\end{align*}
$$

where

$$
\begin{equation*}
\eta\left(\zeta^{\prime}\right)=\bar{g}\left(\zeta^{\prime}, \xi\right)=\rho . \tag{3.13}
\end{equation*}
$$

Then if we write the covariant differentiation of $\zeta^{\prime}$ as

$$
\begin{equation*}
\bar{\nabla}_{\zeta^{\prime}} e_{1}=\nu e_{2}+\mu e_{3} \tag{3.14}
\end{equation*}
$$

such that

$$
\begin{equation*}
\nu=\bar{g}\left(\bar{\nabla}_{\zeta^{\prime}} e_{1}, e_{2}\right) \tag{3.15}
\end{equation*}
$$

is a certain function. Moreover we obtain $\nu$ by

$$
\begin{equation*}
\mu=\bar{g}\left(\bar{\nabla}_{\zeta^{\prime}} e_{1}, e_{3}\right)=\varepsilon_{2}\left(\frac{\rho^{\prime}}{\sqrt{\varepsilon_{1}+\rho^{2}}}-\varepsilon_{1} \alpha \sqrt{\varepsilon_{1}+\rho^{2}}\right) \tag{3.16}
\end{equation*}
$$

where $\rho^{\prime}(s)=\frac{d \rho(\zeta(s))}{d s}$. Then we find

$$
\begin{equation*}
\bar{\nabla}_{\zeta^{\prime}} e_{2}=-\nu e_{1}+\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right) e_{3} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\nabla}_{\zeta^{\prime}} e_{3}=-\mu e_{1}-\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right) e_{2} \tag{3.18}
\end{equation*}
$$

The fundamental forms of the tangent vector $\zeta^{\prime}$ on the basis of the equation (3.12) is

$$
\left[\omega_{i j}\left(\zeta^{\prime}\right)\right]=\left(\begin{array}{ccl}
0 & \nu & \mu  \tag{3.19}\\
-\nu & 0 & \varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}} \\
-\mu & -\varepsilon_{3} \alpha-\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}} & 0
\end{array}\right)
$$

and the Darboux vector connected to the vector $\zeta^{\prime}$ is

$$
\begin{equation*}
\omega\left(\zeta^{\prime}\right)=\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right) e_{1}-\mu e_{2}+\nu e_{3} \tag{3.20}
\end{equation*}
$$

So we can write

$$
\begin{equation*}
\bar{\nabla}_{\zeta^{\prime}} e_{i}=\omega\left(\zeta^{\prime}\right) \wedge \varepsilon_{i} e_{i} \quad(1 \leq i \leq 3) \tag{3.21}
\end{equation*}
$$

Thus, for any vector field $Z=\sum_{i=1}^{3} \theta^{i} e_{i} \in \chi(\bar{N})$ strictly dependent on the curve $\zeta$ on $\bar{N}$ and we have the following equation

$$
\begin{equation*}
\bar{\nabla}_{\zeta^{\prime}} Z=\omega\left(\zeta^{\prime}\right) \wedge Z+\sum_{i=1}^{3} \varepsilon_{i} e_{i}\left[\theta^{i}\right] e_{i} \tag{3.22}
\end{equation*}
$$

3.1. Frenet Elements of $\zeta$. Let a curve $\zeta: I \rightarrow \bar{N}$ be a Frenet curve with the geodesic curvature $\kappa \neq 0$, given with the arc parameter s and the elements $\{t, n, b, \kappa, \tau\}$. The Frenet elements of the curve $\zeta$ can be calculated as above:

If we consider the equation (3.14), then we get

$$
\begin{equation*}
\varepsilon_{2} \kappa n=\bar{\nabla}_{\zeta^{\prime}} e_{1}=\nu e_{2}+\mu e_{3} . \tag{3.23}
\end{equation*}
$$

If we consider (3.16) and (3.23) we find

$$
\begin{equation*}
\kappa=\sqrt{\nu^{2}+\left(\frac{\rho^{\prime}}{\sqrt{\varepsilon_{1}+\rho^{2}}}-\varepsilon_{1} \alpha \sqrt{\varepsilon_{1}+\rho^{2}}\right)^{2}} \tag{3.24}
\end{equation*}
$$

On the other hand

$$
\begin{align*}
\bar{\nabla}_{\zeta^{\prime} n} & =\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime} e_{2}+\frac{\nu}{\varepsilon_{2} \kappa} \nabla_{\zeta^{\prime}} e_{2}+\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime} e_{3}+\frac{\mu}{\varepsilon_{2} \kappa} \nabla_{\zeta^{\prime}} e_{3}  \tag{3.25}\\
& =-\varepsilon_{1} \kappa t-\varepsilon_{3} \tau B .
\end{align*}
$$

By means of the equation (3.17) and (3.18) we find

$$
\begin{align*}
-\varepsilon_{3} \tau B & =\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}-\frac{\mu}{\varepsilon_{2} \kappa}\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right)\right] e_{2}  \tag{3.26}\\
& +\left[\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime}+\frac{\nu}{\varepsilon_{2} \kappa}\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right)\right] e_{3}
\end{align*}
$$

By a direct computation we find following

$$
\begin{equation*}
\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2}+\left[\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2}=\left[-\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime} \frac{\mu}{\varepsilon_{2} \kappa}+\frac{\nu}{\varepsilon_{2} \kappa}\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2} \tag{3.27}
\end{equation*}
$$

Taking the norm of the last equation by using (3.26) and if we consider the equations (3.16) and (3.27) in (3.26) we obtain

$$
\begin{equation*}
\tau=\left|\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}-\sqrt{\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2}+\left[\left(\frac{\varepsilon_{2}\left(\frac{\rho^{\prime}}{\sqrt{\varepsilon_{1}+\rho^{2}}}-\varepsilon_{1} \alpha \sqrt{\varepsilon_{1}+\rho^{2}}\right)}{\kappa}\right)^{\prime}\right]^{2}}\right| \tag{3.28}
\end{equation*}
$$

Moreover we can write the Frenet vector fields of $\zeta$ as in the following theorem

Theorem 3.1. Let $\bar{N}$ be a $(L C S)_{3}$ manifold and $\zeta$ be a Frenet curve on $\bar{N}$. The Frenet vector fields $t, n$ and $b$ are in the form of

$$
\begin{align*}
t & =\zeta^{\prime}=e_{1} \\
n & =\frac{\nu}{\varepsilon_{2} \kappa} e_{2}+\frac{\mu}{\varepsilon_{2} \kappa} e_{3}  \tag{3.29}\\
b & =-\frac{1}{\varepsilon_{3} \tau}\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}-\frac{\mu}{\varepsilon_{2} \kappa}\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right)\right] e_{2} \\
& -\frac{1}{\varepsilon_{3} \tau}\left[\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime}+\frac{\nu}{\varepsilon_{2} \kappa}\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right)\right] e_{3}
\end{align*}
$$

Note that

$$
\begin{align*}
\xi & =\varepsilon_{1} \rho t-\frac{\mu \sqrt{\varepsilon_{1}+\rho^{2}}}{\kappa} n  \tag{3.30}\\
& -\frac{\sqrt{\varepsilon_{1}+\rho^{2}}}{\varepsilon_{3} \tau}\left[\left(\frac{\mu}{\varepsilon_{2} \kappa}\right)^{\prime}+\frac{\nu}{\varepsilon_{2} \kappa}\left(\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \rho \nu}{\sqrt{\varepsilon_{1}+\rho^{2}}}\right)\right] b
\end{align*}
$$

Let $\zeta$ be a non-geodesic Frenet curve given with the arc-parameter s in $(L C S)_{3}$ manifold $\bar{N}$. So one can state the above theorems.

Theorem 3.2. Let $\bar{N}$ be a $(L C S)_{3}$ manifold and $\zeta$ be a Frenet curve on $\bar{N}$. $\zeta$ is a slant curve $\left(\rho=\eta\left(\zeta^{\prime}\right)=\cos \theta=\right.$ cons.) on $\bar{N}$ if and only if the Frenet elements $\{t, n, b, \kappa, \tau\}$ of $\zeta$ are as follows

$$
\begin{align*}
t & =e_{1}=\zeta^{\prime} \\
n & =e_{2}=\frac{\varepsilon_{2} \varphi \zeta^{\prime}}{\sqrt{\varepsilon_{1}+\cos ^{2} \theta}}, \\
b & =e_{3}=\varepsilon_{2} \frac{\varepsilon_{1} \xi-\cos \theta \zeta^{\prime}}{\sqrt{\varepsilon_{1}+\cos ^{2} \theta}}  \tag{3.31}\\
\kappa & =\sqrt{\nu^{2}+\alpha^{2}\left(\varepsilon_{1}+\cos ^{2} \theta\right)} \\
\tau & =\left|\varepsilon_{3} \alpha+\frac{\varepsilon_{1} \cos \theta \nu}{\sqrt{\varepsilon_{1}+\cos ^{2} \theta}}-\sqrt{\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2}+\left[\left(\frac{\alpha \sqrt{\varepsilon_{1}+\cos ^{2} \theta}}{\kappa}\right)^{\prime}\right]^{2}}\right| .
\end{align*}
$$

Proof. Let the curve $\zeta$ be a slant curve in $(L C S)_{3}$ manifold $\bar{N}$. If we take account the condition $\rho=\eta\left(\zeta^{\prime}\right)=\cos \theta=$ constant in the equations (3.12), (3.24) and (3.28) we find (3.31). If the equations in (3.31) hold, from the definition of slant curves it is obvious that the curve $\zeta$ is a slant curve.

Corollary 3.1. Let $\bar{N}$ be $a(L C S)_{3}$ manifold and $\zeta$ be a slant curve on $\bar{N}$. If the geodesic curvature $\kappa$ of the curve $\zeta$ is non-zero constant, then the geodesic torsion of $\zeta$ is $\tau=\left|\left(\varepsilon_{3} \alpha+\varepsilon_{1} \frac{\cos \theta \nu}{\sqrt{\varepsilon_{1}+\cos ^{2} \theta}}\right)\right|$ and $\zeta$ is a pseudo-helix on $\bar{N}$.

Corollary 3.2. Let $\bar{N}$ be a $(L C S)_{3}$ manifold and $\zeta$ be a slant curve on $\bar{N}$. If the geodesic curvature $\kappa$ of the curve $\zeta$ is not constant and the geodesic torsion of $\zeta$ is $\tau=0$ then $\zeta$ is a plane curve on $\bar{N}$ and function $\nu$ satisfies the equation

$$
\begin{equation*}
\nu=\int\left(c_{1}+c_{2} \nu\right) \kappa^{2} d s \tag{3.32}
\end{equation*}
$$

where $c_{1}=\frac{\varepsilon_{3}}{\sqrt{\varepsilon_{1}+\cos ^{2} \theta}}$ and $c_{2}=\frac{\varepsilon_{1} \cos \theta}{\alpha\left(\varepsilon_{1}+\cos ^{2} \theta\right)}$.
Theorem 3.3. Let $\bar{N}$ be a $(L C S)_{3}$ manifold and $\zeta$ is a Frenet curve on $\bar{N}$. $\zeta$ is a spacelike Legendre curve $\left(\rho=\eta\left(\zeta^{\prime}\right)=0\right)$ in this manifold if and only if the Frenet elements $\{t, n, b, \kappa, \tau\}$ of $\zeta$ are as follows

$$
\begin{align*}
t & =e_{1}=\zeta^{\prime} \\
n & =e_{2}=\varepsilon_{2} \varphi \zeta^{\prime} \\
b & =e_{3}=-\varepsilon_{3} \xi  \tag{3.33}\\
\kappa & =\sqrt{\nu^{2}+\alpha^{2}} \\
\tau & =\left|\varepsilon_{3} \alpha-\sqrt{\left[\left(\frac{\nu}{\varepsilon_{2} \kappa}\right)^{\prime}\right]^{2}+\alpha^{2}\left[\frac{\kappa^{\prime}}{\kappa^{2}}\right]^{2}}\right|
\end{align*}
$$

Proof. Let the curve $\zeta$ be a Legendre curve in $(L C S)_{3}$ manifold $\bar{N}$. If we take account the condition $\rho=\eta\left(\zeta^{\prime}\right)=0$ in the equations (3.12), (3.24) and (3.28) we find (3.33). If the equations in (3.33) hold, from the definition of Legendre curves it is obvious that the curve $\zeta$ is a Legendre curve on $\bar{N}$.

Corollary 3.3. Let the curve $\zeta$ is a Legendre curve in $(L C S)_{3}$ manifold $\bar{N}$. If the geodesic curvature $\kappa$ of the curve $\zeta$ is non-zero constant, then the geodesic torsion of $\zeta$ is $\tau=0$ and $\zeta$ is a plane curve on $\bar{N}$.

## 4. Examples

Let $\bar{N}$ be the 3 -dimensional manifold given

$$
\begin{equation*}
\bar{N}=\left\{(x, y, z) \in \Re^{3}, z \neq 0\right\} \tag{4.34}
\end{equation*}
$$ where ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) denote the standart co-ordinates in $\Re^{3}$. Then

$$
\begin{equation*}
E_{1}=e^{z}\left(x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}\right), \quad E_{2}=e^{z} \frac{\partial}{\partial y}, E_{3}=\frac{\partial}{\partial z} \tag{4.35}
\end{equation*}
$$

are linearly independent of each point of $\bar{N}$. Let g be the Lorentzian metric tensor defined by

$$
\begin{array}{r}
\bar{g}\left(E_{1}, E_{1}\right)=\bar{g}\left(E_{2}, E_{2}\right)=1, \quad \bar{g}\left(E_{3}, E_{3}\right)=-1  \tag{4.36}\\
\bar{g}\left(E_{i}, E_{j}\right)=0, \quad i \neq j
\end{array}
$$

for $i, j=1,2,3[2]$. Let $\eta$ be the 1 -form defined by $\eta(Z)=\bar{g}\left(Z, E_{3}\right)$ for any $Z \in \Gamma(T \bar{N})$. Let $\varphi$ be the $(1,1)$-tensor field defined by

$$
\begin{equation*}
\varphi E_{1}=E_{1}, \quad \varphi E_{2}=E_{2}, \quad \varphi E_{3}=0 \tag{4.37}
\end{equation*}
$$

Then using the condition of the linearity of $\varphi$ and $\bar{g}$, we obtain $\eta\left(E_{3}\right)=-1$,

$$
\begin{array}{r}
\varphi^{2} Z=Z+\eta(Z) E_{3}  \tag{4.38}\\
\bar{g}(\varphi Z, \varphi W)=\bar{g}(Z, W)+\eta(Z) \eta(W)
\end{array}
$$

for all $Z, W \in \Gamma(T \bar{N})$. Thus for $\xi=E_{3},(\varphi, \xi, \eta, \bar{g})$ defines a Lorentzian paracontact structure on $\bar{N}$.

Now, let $\nabla$ be the Levi-Civita connection with respect to the Lorentzian metric $\bar{g}$. Then we obtain

$$
\begin{equation*}
\left[E_{1}, E_{2}\right]=-e^{z} E_{2}, \quad\left[E_{1}, E_{3}\right]=-E_{1}, \quad\left[E_{2}, E_{3}\right]=-E_{2} \tag{4.39}
\end{equation*}
$$

If we use the Koszul formulae for the Lorentzian metric tensor $\bar{g}$, we can easily calculate the covariant derivations as follows:

$$
\begin{array}{r}
\nabla_{E_{1}} E_{1}=-E_{3}, \quad \nabla_{E_{2}} E_{1}=e^{z} E_{2}, \quad \nabla_{E_{1}} E_{3}=-E_{1} \\
\nabla_{E_{2}} E_{3}=-E_{2}, \quad \nabla_{E_{2}} E_{2}=-e^{z} E_{1}-E_{3}  \tag{4.40}\\
\nabla_{E_{1}} E_{2}=\nabla_{E_{3}} E_{1}=\nabla_{E_{3}} E_{2}=\nabla_{E_{3}} E_{3}=0
\end{array}
$$

From the about represantations, one can easily see that $(\varphi, \xi, \eta, \bar{g})$ is a $(L C S)_{3}$ structure on $\bar{N}$, that is, $\bar{N}$ is an $(L C S)_{3}$-manifold with $\alpha=-1$ and $\rho=0$.

Example 4.1. Let $\beta$ be a spacelike Legendre curve in the $(L C S)_{3}$ manifold $\bar{N}$ and defined as

$$
\begin{aligned}
\beta: I & \rightarrow \bar{N} \\
s & \rightarrow \beta(s)=\left(s^{2}, s^{2}, \ln 2\right),
\end{aligned}
$$

where the curve $\beta$ parametrized by the arc length parameter $t$. If we differentiate $\beta(t)$ and consider (3.12) we find

$$
\begin{gather*}
e_{1}=\beta^{\prime}(t),  \tag{4.41}\\
e_{2}=\frac{1}{\sqrt{2}} E_{1}+\frac{1}{\sqrt{2}} E_{2},  \tag{4.42}\\
e_{3}=\varepsilon_{2} E_{3} . \tag{4.43}
\end{gather*}
$$

If we consider the equations (3.13), (3.14), (3.16), (3.24) and (3.28) we can write

$$
\begin{gather*}
\rho=0, \quad \mu=-\varepsilon_{2} \alpha, \quad \nu=-\frac{1}{\sqrt{2}}  \tag{4.44}\\
\kappa=\sqrt{\alpha^{2}+\frac{1}{2}}=\sqrt{\frac{3}{2}}, \quad \tau=|\alpha|=1 .
\end{gather*}
$$

From the above equations we see that the curve $\beta$ is a Legendre helix curve in $\bar{N}$.

Example 4.2. Let $v$ be a spacelike Legendre curve in the $(L C S)_{3}$ manifold $\bar{N}$ and defined as

$$
\begin{aligned}
v: \quad I & \rightarrow \bar{N} \\
s & \rightarrow v(s)=(\cos s, \sin s, 1),
\end{aligned}
$$

where the curve $v$ parametrized by the arc length parameter $t$. If we differentiate $v(t)$ and consider (3.12) we find

$$
\begin{gather*}
e_{1}=v^{\prime}(t)  \tag{4.45}\\
e_{2}=\varepsilon_{2}\left(-\sin \left(\frac{t}{e}\right) E_{1}+\cos \left(\frac{t}{e}\right) E_{2}\right),  \tag{4.46}\\
e_{3}=\varepsilon_{2} \partial_{3} \tag{4.47}
\end{gather*}
$$

If we consider the equations (3.13), (3.14), (3.16), (3.24) and (3.28) we can write

$$
\begin{array}{r}
\rho=0, \quad \mu=-\varepsilon_{2} \alpha, \quad \nu=0,  \tag{4.48}\\
\kappa=\tau=|\alpha| .
\end{array}
$$

So, the curve $v(s)$ is a Legendre helix curve in $\bar{N}$.
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# REMARKS ON COMBINATORIAL SUMS ASSOCIATED WITH SPECIAL NUMBERS AND POLYNOMIALS WITH THEIR GENERATING FUNCTIONS 
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Abstract. The purpose of this article is to give some novel identities and inequalities associated with combinatorial sums involving special numbers and polynomials. In particular, by using the method of generating functions and their functional equations, we derive not only some inequalities, but also many formulas, identities, and relations for the parametrically generalized polynomials, special numbers and special polynomials. Our identities, relations, inequalities and combinatorial sums are related to the Bernoulli numbers and polynomials of negative order, the Euler numbers and polynomials of negative order, the Stirling numbers, the Daehee numbers, the Changhee numbers, the Bernoulli polynomials, the Euler polynomials, the parametrically generalized polynomials, and other well-known special numbers and polynomials. Moreover, using Mathematica with the help of the Wolfram programming language, we illustrate some plots of the parametrically generalized polynomials under some of their randomly selected special conditions. Finally, we give some remarks and observations on our results.
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## 1. Introduction and preliminaries

Combinatorial sums and combinatorial numbers and polynomials have many applications in mathematics and other applied sciences. These numbers are related to the special functions and also some classes of special numbers and polynomials. The motivation of this paper is to use not only generating functions, but also their functional equations, we give many new formulas and combinatorial sums involving the Bernoulli numbers and polynomials, the Euler numbers and polynomials, the Stirling numbers, and also combinatorial numbers and polynomials such as the Daehee numbers, the Changhee numbers, and the parametrically generalized polynomials. By using these formulas and combinatorial sums, we provide some inequalities applications. In order to illustrate graph and plots of special polynomials, here we use Mathematica with the help of the Wolfram programming language.

Throughout of this paper, we use the following notations and definitions. Let

$$
\mathbb{N}=\{1,2,3, \ldots\} \quad \text { and } \quad \mathbb{N}_{0}=\mathbb{N} \cup\{0\}
$$

As usual, $\mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$ denote the set of integer numbers, the set of real numbers, the set of complex numbers, respectively. We assume that:

$$
0^{n}= \begin{cases}1, & n=0 \\ 0, & n \in \mathbb{N}\end{cases}
$$

Furthermore,

$$
\binom{\lambda}{0}=1 \quad \text { and } \quad\binom{\lambda}{n}=\frac{(\lambda)_{n}}{n!} \quad(n \in \mathbb{N} ; \lambda \in \mathbb{C})
$$

where $(\lambda)_{n}$ is the falling factorial defined by

$$
(\lambda)_{n}=\lambda(\lambda-1)(\lambda-2) \ldots(\lambda-n+1),
$$

with $(\lambda)_{0}=1$ ( $c f$. 11-34; and references therein).
The Stirling numbers of the second kind are defined by means of the following generating function:

$$
\begin{equation*}
F_{S}(t, k)=\frac{\left(e^{t}-1\right)^{k}}{k!}=\sum_{n=0}^{\infty} S_{2}(n, k) \frac{t^{n}}{n!}, \tag{1.1}
\end{equation*}
$$

( $c f$. 1-34]; and references therein).
The Stirling numbers of the second kind are also given by the falling factorial polynomials:

$$
\begin{equation*}
x^{n}=\sum_{j=0}^{n} S_{2}(n, j)(x)_{j}, \tag{1.2}
\end{equation*}
$$

( $c f$. (1-34); and references therein).

By using (1.1), an explicit formula for the numbers $S_{2}(n, k)$ is given as follows:

$$
\begin{equation*}
S_{2}(n, k)=\frac{1}{k!} \sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} j^{n}, \tag{1.3}
\end{equation*}
$$

where $n, k \in \mathbb{N}_{0}$ and for $k>n$,

$$
S_{2}(n, k)=0,
$$

(cf. (1-34); and references therein).
Let $v \in \mathbb{Z}$. The Bernoulli numbers and polynomials of higher order are defined by means of the following generating functions:

$$
\begin{equation*}
F_{B}(t, v)=\left(\frac{t}{e^{t}-1}\right)^{v}=\sum_{n=0}^{\infty} B_{n}^{(v)} \frac{t^{n}}{n!}, \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{B}(t, x, v)=F_{B}(t, v) e^{x t}=\sum_{n=0}^{\infty} B_{n}^{(v)}(x) \frac{t^{n}}{n!}, \tag{1.5}
\end{equation*}
$$

such that $v=0$,

$$
B_{n}^{(0)}(x)=x^{n},
$$

( cf. 13, 23, 29, 30, 34; and references therein).
Substituting $v=1$ and $x=0$ into (1.4) and (1.5), the Bernoulli numbers and polynomials are derived, respectively,

$$
B_{n}=B_{n}^{(1)},
$$

and

$$
B_{n}(x)=B_{n}^{(1)}(x),
$$

( cf. (1-34); and references therein).
By using (1.5), an explicit formula for the polynomials $B_{n}^{(-k)}(x)$ is given as follows:

$$
\begin{equation*}
B_{n}^{(-k)}(x)=\frac{1}{\binom{n+k}{k} k!} \sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j}(x+j)^{n+k}, \tag{1.6}
\end{equation*}
$$

where $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}(c f$. [5, Equation (3.20)]).
Putting $n=x=k$ in (1.6), we have the following presumably known result:

$$
B_{n}^{(-n)}(n)=\frac{n!}{(2 n)!} \sum_{j=0}^{n}(-1)^{n-j}\binom{n}{j}(n+j)^{2 n} .
$$

Substituting $x=0$ into the above equation, and using (1.3), we have the following wellknown identity:

$$
\begin{equation*}
B_{n}^{(-k)}=\frac{1}{\binom{n+k}{k}} S_{2}(n+k, k) \tag{1.7}
\end{equation*}
$$

(cf. [33, Equation (7.17)]).

Let $v \in \mathbb{Z}$. The Euler numbers and polynomials of higher order are defined by means of the following generating functions:

$$
\begin{equation*}
F_{E}(t, v)=\left(\frac{2}{e^{t}+1}\right)^{v}=\sum_{n=0}^{\infty} E_{n}^{(v)} \frac{t^{n}}{n!} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{E}(t, x, v)=F_{E}(t, v) e^{x t}=\sum_{n=0}^{\infty} E_{n}^{(v)}(x) \frac{t^{n}}{n!}, \tag{1.9}
\end{equation*}
$$

such that $v=0$,

$$
E_{n}^{(0)}(x)=x^{n}
$$

( $c f$. 13, 23, 28, 29, 34; and references therein).
Substituting $v=1$ and $x=0$ into (1.8) and (1.9), the Euler numbers and polynomials are derived, respectively,

$$
E_{n}=E_{n}^{(1)}(0)
$$

and

$$
E_{n}(x)=E_{n}^{(1)}(x)
$$

( $c f$. (1-34); and references therein).
By using (1.9), we have

$$
\begin{equation*}
E_{n}^{(-k)}(x)=\sum_{j=0}^{n}\binom{n}{j} x^{n-j} \sum_{d=0}^{j}\binom{d-k-1}{d} \frac{d!(-1)^{d}}{2^{d}} S_{2}(j, d), \tag{1.10}
\end{equation*}
$$

where $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}(c f .[23,28,29,34])$.
Putting $n=x=k$ in (1.10), we have the following presumably known result:

$$
E_{n}^{(-n)}(n)=\sum_{j=0}^{n}\binom{n}{j} n^{n-j} \sum_{d=0}^{j}\binom{d-n-1}{d} \frac{d!(-1)^{d}}{2^{d}} S_{2}(j, d) .
$$

By using 1.4 and 1.8, a relation between the numbers $E_{n}^{(-k)}$ and the numbers $B_{n}^{(-k)}$ is given as follows:

$$
\begin{equation*}
B_{n}^{(-k)}=\frac{1}{2^{n}} \sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-k)} E_{n-j}^{(-k)}, \tag{1.11}
\end{equation*}
$$

where $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}(c f$. [13, Equation (3.1)]).
By using 1.1) and 1.8, a relation between the numbers $E_{n}^{(-k)}$ and the numbers $S_{2}(n, k)$ is given as follows:

$$
\begin{equation*}
S_{2}(n, k)=\frac{2^{k-n}}{k!} \sum_{m=0}^{n} \sum_{j=0}^{k}(-1)^{k-j}\binom{n}{m}\binom{k}{j} j^{m} E_{n-m}^{(-k)}, \tag{1.12}
\end{equation*}
$$

(cf. [13, Theorem 2.14]).

The Euler numbers of the second kind, $E_{n}^{*}$, are defined by means of the following generating function:

$$
\begin{equation*}
\frac{2}{e^{t}+e^{-t}}=\sum_{n=0}^{\infty} E_{n}^{*} \frac{t^{n}}{n!} \tag{1.13}
\end{equation*}
$$

( $c f$. 19, 26, 28, 30; and references therein).
By using (1.9) and 1.13$)$, a relation between the Euler numbers $E_{n}^{*}$ and the Euler polynomials is given as follows:

$$
E_{n}^{*}=2^{n} E_{n}\left(\frac{1}{2}\right)
$$

(cf. 19, 21, 28, 30).
Kilar and Simsek [13, Corollary 3.5] gave the following identity for the numbers $S_{2}(n, k)$ :

$$
\begin{equation*}
S_{2}(n+k, k)=\sum_{j=0}^{n} \frac{\binom{n}{j}\binom{n+k}{k}}{2^{k+n}\binom{j+k}{k}} S_{2}(j+k, k) B(n-j, k), \tag{1.14}
\end{equation*}
$$

where $n, k \in \mathbb{N}_{0}$ and

$$
\begin{aligned}
B(n, k) & =\sum_{j=0}^{n}\binom{k}{j} j!2^{k-j} S_{2}(n, j) \\
& =\sum_{j=0}^{k}\binom{k}{j} j^{n}
\end{aligned}
$$

( $c f$. 32, Identity 12.]; see also [7,29]).
Substituting $n=k$ into (1.14), we have

$$
S_{2}(2 n, n)=\binom{2 n}{n} \sum_{j=0}^{n} \frac{\binom{n}{j}}{4^{n}\binom{j+n}{n}} S_{2}(j+n, n) B(n-j, n)
$$

The Daehee numbers, $D_{n}$, are defined by means of the following generating function:

$$
\begin{equation*}
\frac{\log (1+t)}{t}=\sum_{n=0}^{\infty} D_{n} \frac{t^{n}}{n!} \tag{1.15}
\end{equation*}
$$

(cf. 17, 25, 30]).
By using (1.15), an explicit formula for the Daehee numbers is given by

$$
\begin{equation*}
D_{n}=(-1)^{n} \frac{n!}{n+1} \tag{1.16}
\end{equation*}
$$

(cf. 17, 25, 30).
The Changhee numbers, $C h_{n}$, are defined by means of the following generating function:

$$
\begin{equation*}
\frac{2}{2+t}=\sum_{n=0}^{\infty} C h_{n} \frac{t^{n}}{n!} \tag{1.17}
\end{equation*}
$$

(cf. 18, 30).

By using 1.17), an explicit formula for the Changhee numbers is given by

$$
\begin{equation*}
C h_{n}=(-1)^{n} \frac{n!}{2^{n}} \tag{1.18}
\end{equation*}
$$

(cf. 18, 30]).
Kucukoglu and Simsek [22] defined the numbers $\beta_{n}(k)$ by means of the following generating function:

$$
\begin{equation*}
\left(1-\frac{z}{2}\right)^{k}=\sum_{n=0}^{\infty} \beta_{n}(k) \frac{z^{n}}{n!} \tag{1.19}
\end{equation*}
$$

where $k \in \mathbb{N}_{0}, z \in \mathbb{C}$ with $|z|<2$.
By using (1.19), we have

$$
\begin{equation*}
\beta_{n}(k)=\frac{(-1)^{n} n!}{2^{n}}\binom{k}{n}=\binom{k}{n} C h_{n} \tag{1.20}
\end{equation*}
$$

where $n, k \in \mathbb{N}_{0}(c f$. [22, Equations (4.9) and (4.10)]).
The polynomials $C_{n}(x, y)$ and $S_{n}(x, y)$ are defined by means of the following generating functions:

$$
\begin{equation*}
G_{C}(t, x, y)=e^{x t} \cos (y t)=\sum_{n=0}^{\infty} C_{n}(x, y) \frac{t^{n}}{n!} \tag{1.21}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{S}(t, x, y)=e^{x t} \sin (y t)=\sum_{n=0}^{\infty} S_{n}(x, y) \frac{t^{n}}{n!}, \tag{1.22}
\end{equation*}
$$

( cf. $9,12,14,16,20,24]$ ).
By using (1.21) and 1.22), the polynomials $C_{n}(x, y)$ and $S_{n}(x, y)$ are computed by the following formulas:

$$
C_{n}(x, y)=\sum_{j=0}^{\left[\frac{n}{2}\right]}(-1)^{j}\binom{n}{2 j} x^{n-2 j} y^{2 j}
$$

and

$$
S_{n}(x, y)=\sum_{j=0}^{\left[\frac{n-1}{2}\right]}(-1)^{j}\binom{n}{2 j+1} x^{n-2 j-1} y^{2 j+1}
$$

respectively ( $c f .\left[\begin{array}{ll}9 & 12, \\ 14 & 16,20,24\end{array}\right)$.
By using (1.21) and 1.22), the polynomials $C_{n}(x, y)$ and $S_{n}(x, y)$ are also computed by the following formulas:

$$
\begin{equation*}
C_{n}(x, y)=\sum_{j=0}^{\left[\frac{n}{2}\right]} \sum_{d=0}^{n-2 j}(-1)^{j}\binom{n}{2 j} S_{2}(n-2 j, d) y^{2 j}(x)_{d} \tag{1.23}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{n}(x, y)=\sum_{j=0}^{\left[\frac{n-1}{2}\right]_{n}} \sum_{d=0}^{n-2 j-1}(-1)^{j}\binom{n}{2 j+1} S_{2}(n-2 j-1, d) y^{2 j+1}(x)_{d} \tag{1.24}
\end{equation*}
$$

(cf. (2]).
Simsek [31] defined new classes of special numbers and polynomials by means of the following generating functions:

$$
\begin{equation*}
F_{\mathcal{Y}}(t, k, a)=\frac{a t}{4 \sinh \left(\frac{(k+2) t}{2}\right) \cosh \left(\frac{k t}{2}\right)}=\sum_{n=0}^{\infty} \mathcal{Y}_{n}(k, a) \frac{t^{n}}{n!} \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\mathcal{Y}}(t, x, k, a)=e^{x t} F_{\mathcal{Y}}(t, k, a)=\sum_{n=0}^{\infty} Q_{n}(x, k, a) \frac{w^{n}}{n!} \tag{1.26}
\end{equation*}
$$

where $k \in \mathbb{Z}$ and $a \in \mathbb{R}$ (or $\mathbb{C}$ ).
Substituting $x=0$ into (1.26), we have

$$
\mathcal{Y}_{n}(k, a)=Q_{n}(0, k, a)
$$

Simsek also gave the representation of equation 1.25 as follows:

$$
F_{\mathcal{Y}}(t, k, a)=\frac{t a e^{(k+1) t}}{\left(e^{(k+2) t}-1\right)\left(e^{k t}+1\right)}
$$

(cf. 31).
By using (1.25) and (1.26), a relation between the polynomials $Q_{n}(x, k, a)$ and the numbers $\mathcal{Y}_{n}(k, a)$ is given as follows:

$$
Q_{n}(x, k, a)=\sum_{j=0}^{n}\binom{n}{j} x^{n-j} \mathcal{Y}_{j}(k, a)
$$

(cf. 31]).
By using (1.5), (1.8) and (1.25), we have the following identity:

$$
\begin{equation*}
\mathcal{Y}_{n}(k, a)=\frac{a}{2(k+2)} \sum_{s=0}^{n}\binom{n}{s} k^{n-s}(k+2)^{s} E_{n-s} B_{s}\left(\frac{k+1}{k+2}\right), \tag{1.27}
\end{equation*}
$$

where $n \in \mathbb{N}_{0}$ (cf. [31, Equation (15)]).
Recently, Bayad and Simsek (2) defined new classes of the parametrically generalized polynomials, the polynomials $Q_{n}^{(C)}(x, y, k, a)$ and $Q_{n}^{(S)}(x, y, k, a)$, by means of the following generating functions, respectively:

$$
\begin{equation*}
H_{C}(t, x, y, a, k)=\frac{e^{x t} \cos (y t) a t}{4 \sinh \left(\frac{(k+2) t}{2}\right) \cosh \left(\frac{k t}{2}\right)}=\sum_{n=0}^{\infty} Q_{n}^{(C)}(x, y, k, a) \frac{t^{n}}{n!} \tag{1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{S}(t, x, y, a, k)=\frac{e^{x t} \sin (y t) a t}{4 \sinh \left(\frac{(k+2) t}{2}\right) \cosh \left(\frac{k t}{2}\right)}=\sum_{n=0}^{\infty} Q_{n}^{(S)}(x, y, k, a) \frac{t^{n}}{n!}, \tag{1.29}
\end{equation*}
$$

where $k \in \mathbb{Z}$ and $a \in \mathbb{R}($ or $\mathbb{C})$.

By using (1.28) and 1.29, the polynomials $Q_{n}^{(C)}(x, y, k, a)$ and $Q_{n}^{(S)}(x, y, k, a)$ are computed by the following formulas:

$$
\begin{equation*}
Q_{n}^{(C)}(x, y, k, a)=\sum_{j=0}^{n}\binom{n}{j} \mathcal{Y}_{j}(k, a) C_{n-j}(x, y) \tag{1.30}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{n}^{(S)}(x, y, k, a)=\sum_{j=0}^{n}\binom{n}{j} \mathcal{Y}_{j}(k, a) S_{n-j}(x, y) \tag{1.31}
\end{equation*}
$$

(cf. [2]).
The rest of this article is briefly summarized as follows:
In Section 2, by using generating functions and functional equations techniques, we derive some formulas, combinatorial sums and relations including the parametrically generalized polynomials, the Bernoulli numbers and polynomials of higher order, the Euler numbers and polynomials of higher order, the Euler numbers of the second kind, the polynomials $C_{n}(x, y)$, and the polynomials $S_{n}(x, y)$.

In Section 3, we give many inequalities for combinatorial sums including the Bernoulli numbers of negative order, the Euler numbers of negative order, the Bernoulli polynomials, the Changhee numbers, the Daehee numbers, the Stirling numbers, the numbers $B(n, k)$ and the numbers $\beta_{n}(k)$.

In Section 4, using Mathematica with the help of the Wolfram programming language, we present some plots of the parametrically generalized polynomials under some of their randomly selected special cases.

Finally, in Section 5, we give remarks and observations on our results.

## 2. Combinatorial sums and identities for The parametrically generalized

POLYNOMIALS, AND SPECIAL NUMBERS AND POLYNOMIALS

In this section, using generating functions and functional equations, we give some interesting identities and combinatorial sums related to the parametrically generalized polynomials, the polynomials $C_{n}(x, y)$, the polynomials $S_{n}(x, y)$, the Bernoulli numbers and polynomials of higher order, the Euler numbers and polynomials of higher order and the Euler numbers of the second kind.

Theorem 2.1. Let $n \in \mathbb{N}_{0}$ and $a \neq 0$. Then we have

$$
C_{n}(x+k+1, y)=\sum_{d=0}^{n} \sum_{j=0}^{d}\binom{d}{j}\binom{n}{d} \frac{2(k+2)^{j+1} k^{d-j}}{a(j+1)} E_{d-j}^{(-1)} Q_{n-d}^{(C)}(x, y, k, a)
$$

Proof. Combining (1.28) with (1.4), (1.8) and (1.21), we get the following functional equation:

$$
\frac{a}{2(k+2)} G_{C}(t, x+k+1, y)=F_{B}((k+2) t,-1) F_{E}(k t,-1) H_{C}(t, x, y, a, k) .
$$

From the above equation, we obtain

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty} C_{n}(x+k+1, y) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty}(k+2)^{n} B_{n}^{(-1)} \frac{t^{n}}{n!} \sum_{n=0}^{\infty} k^{n} E_{n}^{(-1)} \frac{t^{n}}{n!} \sum_{n=0}^{\infty} Q_{n}^{(C)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty} C_{n}(x+k+1, y) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty} \sum_{d=0}^{n} \sum_{j=0}^{d}\binom{d}{j}\binom{n}{d}(k+2)^{j} k^{d-j} B_{j}^{(-1)} E_{d-j}^{(-1)} Q_{n-d}^{(C)}(x, y, k, a) \frac{t^{n}}{n!.}
\end{aligned}
$$

Comparing coefficient of $\frac{t^{n}}{n!}$ on both sides of the above equation, and combining with following well-known formula

$$
B_{n}^{(-1)}=\frac{1}{n+1},
$$

we arrive at the desired result.

Theorem 2.2. Let $n \in \mathbb{N}_{0}$ and $a \neq 0$. Then we have

$$
S_{n}(x+k+1, y)=\sum_{d=0}^{n} \sum_{j=0}^{d}\binom{d}{j}\binom{n}{d} \frac{2(k+2)^{j+1} k^{d-j}}{a(j+1)} E_{d-j}^{(-1)} Q_{n-d}^{(S)}(x, y, k, a) .
$$

Proof. Combining (1.29) with (1.4), (1.8) and (1.22), we have

$$
\frac{a}{2(k+2)} G_{S}(t, x+k+1, y)=F_{B}((k+2) t,-1) F_{E}(k t,-1) H_{S}(t, x, y, a, k) .
$$

From the above functional equation, we obtain

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty} S_{n}(x+k+1, y) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty}(k+2)^{n} B_{n}^{(-1)} \frac{t^{n}}{n!} \sum_{n=0}^{\infty} k^{n} E_{n}^{(-1)} \frac{t^{n}}{n!} \sum_{n=0}^{\infty} Q_{n}^{(S)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty} S_{n}(x+k+1, y) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty} \sum_{d=0}^{n} \sum_{j=0}^{d}\binom{d}{j}\binom{n}{d}(k+2)^{j} k^{d-j} B_{j}^{(-1)} E_{d-j}^{(-1)} Q_{n-d}^{(S)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Comparing coefficient of $\frac{t^{n}}{n!}$ on both sides of the above equation, after some elementary calculations, we arrive at the desired result.

Theorem 2.3. Let $n \in \mathbb{N}_{0}$ and $a \neq 0$. Then we have

$$
\begin{align*}
B_{n}=\frac{1}{a(n+1)(k+2)^{n-1}} & \sum_{d=0}^{\left[\frac{n+1}{2}\right]} \sum_{j=0}^{n+1-2 d}(-1)^{d}\binom{n+1-2 d}{j}\binom{n+1}{2 d} 2^{2 d+1} y^{2 d-1} k^{j}  \tag{2.32}\\
& \times E_{j}^{(-1)}\left(\frac{-x-k-1}{k}\right) B_{2 d}\left(\frac{1}{2}\right) Q_{n+1-2 d-j}^{(S)}(x, y, k, a) .
\end{align*}
$$

Proof. By using (1.4), (1.8) and (1.29), we get the following functional equation:

$$
\frac{a}{(k+2)} F_{B}((k+2) t, 1)=\frac{2}{\sin (y t)} G_{E}\left(k t, \frac{-x-k-1}{k},-1\right) H_{S}(t, x, y, a, k) .
$$

Combining above equation with the following well-known identity:

$$
\begin{equation*}
\frac{t}{\sin (t)}=\sum_{n=0}^{\infty}(-1)^{n} 2^{2 n} B_{2 n}\left(\frac{1}{2}\right) \frac{t^{2 n}}{(2 n)!} \tag{2.33}
\end{equation*}
$$

(cf. [19, Equation (2.24)]), we have

$$
\begin{aligned}
\frac{a y}{2(k+2)} \sum_{n=0}^{\infty}(k+2)^{n} B_{n} \frac{t^{n+1}}{n!}= & \sum_{n=0}^{\infty}(-1)^{n}(2 y)^{2 n} B_{2 n}\left(\frac{1}{2}\right) \frac{t^{2 n}}{(2 n)!} \\
& \times \sum_{n=0}^{\infty} E_{n}^{(-1)}\left(\frac{-x-k-1}{k}\right) \frac{(k t)^{n}}{n!} \sum_{n=0}^{\infty} Q_{n}^{(S)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \frac{a y}{2} \sum_{n=0}^{\infty} n(k+2)^{n-2} B_{n-1} \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty} \sum_{d=0}^{\left[\frac{n}{2}\right]}\binom{n}{2 d} \sum_{j=0}^{n-2 d}\binom{n-2 d}{j} k^{j} E_{j}^{(-1)}\left(\frac{-x-k-1}{k}\right) \\
& \times Q_{n-2 d-j}^{(S)}(x, y, k, a)(-1)^{d}(2 y)^{2 d} B_{2 d}\left(\frac{1}{2}\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

Comparing coefficient of $\frac{t^{n}}{n!}$ on both sides of the above equation, after some elementary calculations, we arrive at the desired result.

Theorem 2.4. Let $n \in \mathbb{N}_{0}$ and $a \neq 0$. Then we have

$$
\begin{aligned}
E_{n}= & \frac{1}{a k^{n}(n+1)} \sum_{d=0}^{\left[\frac{n+1}{2}\right]_{n+1-2 d}^{n}} \sum_{j=0}(-1)^{d}\binom{n+1-2 d}{j}\binom{n+1}{2 d} 2^{2 d+1} y^{2 d-1}(k+2)^{j+1} \\
& \times B_{j}^{(-1)}\left(\frac{-x-k-1}{k+2}\right) B_{2 d}\left(\frac{1}{2}\right) Q_{n+1-2 d-j}^{(S)}(x, y, k, a) .
\end{aligned}
$$

Proof. By using (1.5), (1.8) and (1.29), we get the following functional equation:

$$
\frac{a}{2} F_{E}(k t, 1)=\frac{k+2}{\sin (y t)} G_{B}\left((k+2) t, \frac{-x-k-1}{k+2},-1\right) H_{S}(t, x, y, a, k) .
$$

Combining above equation with (2.33), we have

$$
\begin{aligned}
\frac{a y t}{2} \sum_{n=0}^{\infty} k^{n} E_{n} \frac{t^{n}}{n!}= & \sum_{n=0}^{\infty}(-1)^{n}(2 y)^{2 n} B_{2 n}\left(\frac{1}{2}\right) \frac{t^{2 n}}{(2 n)!} \\
& \times \sum_{n=0}^{\infty}(k+2)^{n} B_{n}^{(-1)}\left(\frac{-x-k-1}{k+2}\right) \frac{t^{n}}{n!} \sum_{n=0}^{\infty} Q_{n}^{(S)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\frac{a y}{2} \sum_{n=0}^{\infty} n k^{n-1} E_{n-1} \frac{t^{n}}{n!}= & \sum_{n=0}^{\infty} \sum_{d=0}^{\left[\frac{n}{2}\right]}(-1)^{d}\binom{n}{2 d} \sum_{j=0}^{n-2 d}\binom{n-2 d}{j}(k+2)^{j} \\
& \times B_{j}^{(-1)}\left(\frac{-x-k-1}{k+2}\right) Q_{n-2 d-j}^{(S)}(x, y, k, a)(2 y)^{2 d} B_{2 d}\left(\frac{1}{2}\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

Comparing coefficient of $\frac{t^{n}}{n!}$ on both sides of the above equation, after some elementary calculations, we arrive at the desired result.

Theorem 2.5. Let $n \in \mathbb{N}_{0}$ and $a \neq 0$. Then we have

$$
\frac{a}{2} \sum_{j=0}^{n}\binom{n}{j} \frac{(k+2)^{j-1}}{k^{j-n}} B_{j}\left(\frac{x}{k+2}\right) E_{n-j}\left(\frac{k+1}{k}\right)=\sum_{j=0}^{\left[\frac{n}{2}\right]}(-1)^{j}\binom{n}{2 j} y^{2 j} E_{2 j}^{*} Q_{n-2 j}^{(C)}(x, y, k, a)
$$

Proof. By using (1.5), (1.9) and (1.28), we get the following functional equation:

$$
\frac{a}{2(k+2)} G_{B}\left((k+2) t, \frac{x}{k+2}, 1\right) G_{E}\left(k t, \frac{k+1}{k}, 1\right)=\sec (y t) H_{C}(t, x, y, a, k) .
$$

Combining above equation with the following well-known identity:

$$
\begin{equation*}
\sec (t)=\sum_{n=0}^{\infty}(-1)^{n} E_{2 n}^{*} \frac{t^{2 n}}{(2 n)!} \tag{2.34}
\end{equation*}
$$

(cf. 19, Equation (2.40)]), we have

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty}(k+2)^{n} B_{n}\left(\frac{x}{k+2}\right) \frac{t^{n}}{n!} \sum_{n=0}^{\infty} k^{n} E_{n}\left(\frac{k+1}{k}\right) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty}(-1)^{n} E_{2 n}^{*} \frac{t^{2 n}}{(2 n)!} \sum_{n=0}^{\infty} Q_{n}^{(C)}(x, y, k, a) \frac{t^{n}}{n!} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \frac{a}{2(k+2)} \sum_{n=0}^{\infty} \sum_{j=0}^{n}\binom{n}{j}(k+2)^{j} k^{n-j} B_{j}\left(\frac{x}{k+2}\right) E_{n-j}\left(\frac{k+1}{k}\right) \frac{t^{n}}{n!} \\
= & \sum_{n=0}^{\infty} \sum_{j=0}^{\left[\frac{n}{2}\right]}\binom{n}{2 j}(-1)^{j} E_{2 j}^{*} Q_{n-2 j}^{(C)}(x, y, k, a) \frac{t^{n}}{n!.}
\end{aligned}
$$

Comparing coefficient of $\frac{t^{n}}{n!}$ on both sides of the above equation, after some elementary calculations, we arrive at the desired result.

Combining (1.24) with (1.12), after some elementary calculations, we obtain the following theorem:

Theorem 2.6. Let $n \in \mathbb{N}$. Then we have

$$
\begin{aligned}
S_{n}(x, y)= & \sum_{j=0}^{\left[\frac{n-1}{2}\right]_{n-2 j-1}^{n}} \sum_{d=0}(-1)^{j}\binom{n}{2 j+1} \frac{2^{d-n+2 j+1} y^{2 j+1}(x)_{d}}{d!} \\
& \times \sum_{m=0}^{n-2 j-1} \sum_{v=0}^{d}(-1)^{d-v}\binom{n-2 j-1}{m}\binom{d}{v} v^{m} E_{n-2 j-1-m}^{(-d)} .
\end{aligned}
$$

## 3. Inequalities applications for combinatorial sums involving special numbers

In this section, we give the upper bound and the lower bound for the special numbers and polynomials, and combinatorial sums involving the Bernoulli numbers of negative order, the Euler numbers of negative order, the Changhee numbers, the Daehee numbers, the Stirling numbers of the second kind, the numbers $B(n, k)$ and the numbers $\beta_{n}(k)$.

In order to give our results, we need the following inequalities for the special numbers.
Gun and Simsek [8] gave the lower bound and the upper bound for the Bernoulli numbers of negative order $B_{n}^{(-k)}$ as follows:

$$
\begin{equation*}
B_{n}^{(-k)} \geq \frac{k^{n}}{\binom{n+k}{k}} \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}^{(-k)} \leq \frac{\binom{n+k-1}{k-1} k^{n}}{\binom{n+k}{k}} \tag{3.36}
\end{equation*}
$$

where $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$.
Comtet [6] gave the lower bound and the upper bound for the Stirling numbers of the second kind $S_{2}(n, k)$ as follows:

$$
\begin{equation*}
S_{2}(n, k) \geq k^{n-k} \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2}(n, k) \leq\binom{ n-1}{k-1} k^{n-k} . \tag{3.38}
\end{equation*}
$$

Abramowitz and Stegun [1, p. 805] gave the following inequality for the Bernoulli numbers:

$$
\begin{equation*}
\frac{2(2 n)!}{(2 \pi)^{2 n}}<(-1)^{n+1} B_{2 n}<\frac{2(2 n)!}{(2 \pi)^{2 n}\left(1-2^{1-2 n}\right)}, \tag{3.39}
\end{equation*}
$$

where $n \in \mathbb{N}$.

Combining (1.11) with (3.35), we get the following theorem for the Euler numbers of negative order and the Bernoulli numbers of negative order:

Theorem 3.1. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\begin{equation*}
\sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-k)} E_{n-j}^{(-k)} \geq \frac{2^{n} k^{n}}{\binom{k+n}{k}} \tag{3.40}
\end{equation*}
$$

By using (1.6), (1.10), (1.18) and (3.40), we derive the following corollary:

Corollary 3.1. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\sum_{j=0}^{n} \sum_{d=0}^{k} \sum_{m=0}^{n-j} \frac{(-1)^{k-d}}{\binom{j+k}{k} k!}\binom{n}{j}\binom{k}{d}\binom{m-k-1}{m} d^{j+k} C h_{m} S_{2}(n-j, m) \geq \frac{2^{n} k^{n}}{\binom{k+n}{k}}
$$

By using (1.18), 1.20) and (3.40, we get the following corollary:

Corollary 3.2. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-k)} E_{n-j}^{(-k)} \geq \frac{(2 k)^{n} C h_{k}}{\beta_{k}(n+k)} .
$$

Combining (1.11) with (3.36), we obtain the following theorem:

Theorem 3.2. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\begin{equation*}
\sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-k)} E_{n-j}^{(-k)} \leq \frac{2^{n}\binom{n+k-1}{k-1} k^{n}}{\binom{n+k}{k}} \tag{3.41}
\end{equation*}
$$

Substituting $n=k$ into (3.41), we arrive at the following result:

Corollary 3.3. Let $n \in \mathbb{N}$. Then we have

$$
\sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-n)} E_{n-j}^{(-n)} \leq \frac{2^{n}\binom{2 n-1}{n-1} n^{n}}{\binom{2 n}{n}}
$$

By using (1.18), (1.20) and (3.41), we obtain the following corollary:

Corollary 3.4. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\sum_{j=0}^{n}\binom{n}{j} B_{j}^{(-k)} E_{n-j}^{(-k)} \leq(2 k)^{n} \frac{\beta_{k-1}(n+k-1) C h_{k}}{\beta_{k}(n+k) C h_{k-1}}
$$

Combining (1.14) with (3.37), we get the following theorem:

Theorem 3.3. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\begin{equation*}
\sum_{j=0}^{n} \frac{\binom{n}{j}\binom{n+k}{k}}{2^{k+n}\binom{j+k}{k}} S_{2}(j+k, k) B(n-j, k) \geq k^{n} \tag{3.42}
\end{equation*}
$$

By using (1.14), 1.16), 1.20) and (3.37), we have the following corollary:

Corollary 3.5. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\sum_{j=0}^{n} \frac{\binom{n}{j} \beta_{k}(n+k)}{2^{n}\binom{j+k}{k} D_{k}} S_{2}(j+k, k) B(n-j, k) \geq(k+1) k^{n} .
$$

Combining (1.12) with (3.37), we arrive at the following theorem:

Theorem 3.4. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\frac{2^{k-n}}{k!} \sum_{m=0}^{n} \sum_{j=0}^{k}(-1)^{k-j}\binom{n}{m}\binom{k}{j} j^{m} E_{n-m}^{(-k)} \geq k^{n-k}
$$

Combining (1.12) with 1.20 and (3.38), we get the following theorem for the Euler numbers of negative order:

Theorem 3.5. Let $n \in \mathbb{N}_{0}$ and $k \in \mathbb{N}$. Then we have

$$
\frac{2^{k-n}}{k!} \sum_{m=0}^{n} \sum_{j=0}^{k}(-1)^{k-j}\binom{n}{m}\binom{k}{j} j^{m} E_{n-m}^{(-k)} \leq \frac{k^{n-k} \beta_{k-1}(n-1)}{C h_{k-1}} .
$$

## 4. Some plots of the parametrically generalized polynomials

In this section, with the help of Wolfram programming language in Mathematica 35, we illustrated the plots of the parametrically generalized polynomials by applying the formulas given by (1.30) and (1.31).

Figure 1 is obtained by $y=2, k=-10, a=2$, and $n \in\{0,1,2,3,4,5\}$ using 1.30 for $x \in[-50,50]$.


Figure 1. Plots of the polynomials $Q_{n}^{(C)}(x, 2,-10,2)$ for randomly selected special cases when $n \in\{0,1,2,3,4,5\}$ and $x \in[-50,50]$.

Figure 2 is obtained by $n=4, y=2, a=2$, and $k \in\{0,1,2,3,4,5\}$ using 1.30 for $x \in[-5,5]$.


Figure 2. Plots of the polynomials $Q_{n}^{(C)}(x, 2, k, 2)$ for randomly selected special cases when $k \in\{0,1,2,3,4,5\}$ with $n=4$ and $x \in[-5,5]$.

Figure 3 is obtained by $n=4, k=-8, a=2$, and $y \in\{0,1,2,3,4,5\}$ using (1.30) for $x \in[-6,6]$.


Figure 3. Plots of the polynomials $Q_{n}^{(C)}(x, y,-8,2)$ for randomly selected special cases when $y \in\{0,1,2,3,4,5\}$ with $n=4$ and $x \in[-6,6]$.

Figure 4 is obtained by $n=15, k=-8, a=2$, and $y \in\{0,1,2,3,4,5\}$ using (1.30) for $x \in[-6,6]$.


Figure 4. Plots of the polynomials $Q_{n}^{(C)}(x, y,-8,2)$ for randomly selected special cases when $y \in\{0,1,2,3,4,5\}$ with $n=15$ and $x \in[-6,6]$.

Figure 5 is obtained by $y=2, k=-10, a=2$, and $n \in\{0,1,2,3,4,5\}$ using (1.31) for $x \in[-50,50]$.


Figure 5. Plots of the polynomials $Q_{n}^{(S)}(x, 2,-10,2)$ for randomly selected special cases when $n \in\{0,1,2,3,4,5\}$ and $x \in[-50,50]$.

Figure 6 is obtained by $n=4, y=2, a=2$, and $k \in\{0,1,2,3,4,5\}$ using 1.31) for $x \in[-5,5]$.


Figure 6. Plots of the polynomials $Q_{n}^{(S)}(x, 2, k, 2)$ for randomly selected special cases when $k \in\{0,1,2,3,4,5\}$ with $n=4$ and $x \in[-5,5]$.

Figure 7 is obtained by $n=4, k=-8, a=2$, and $y \in\{0,1,2,3,4,5\}$ using (1.31) for $x \in[-5,5]$.


Figure 7. Plots of the polynomials $Q_{n}^{(S)}(x, y,-8,2)$ for randomly selected special cases when $y \in\{0,1,2,3,4,5\}$ with $n=4$ and $x \in[-5,5]$.

Figure 8 is obtained by $n=15, k=-8, a=2$, and $y \in\{0,1,2,3,4,5\}$ using (1.31) for $x \in[-6,6]$.


Figure 8. Plots of the polynomials $Q_{n}^{(S)}(x, y,-8,2)$ for randomly selected special cases when $y \in\{0,1,2,3,4,5\}$ with $n=15$ and $x \in[-6,6]$.

## 5. Conclusion

Special numbers, special polynomials and trigonometric functions are among remarkably wide used in applied mathematics, combinatorial analysis, mathematical analysis, analytic number theory, mathematical physics, and engineering. Recently using different techniques and methods, many properties of parametrically polynomials involving trigonometric functions have been studied by many researchers. Using both the generating functions and their functional equations techniques and some known results, we obtained many interesting identities, combinatorial sums and inequalities including the Euler numbers and polynomials of higher order, the Bernoulli numbers of higher order, the Changhee numbers, the Daehee numbers, the parametrically generalized polynomials, the Stirling numbers and also well-known special polynomials. By using Mathematica with the help of the Wolfram programming language, we gave some plots of the parametrically generalized polynomials under the special cases. Consequently, the results of this article have the potential to be used both pure and applied mathematics, physics, engineering and other related areas, and to attract the attention of researchers working in this areas.
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# HARMONICITY OF MUS-GRADIENT METRIC 
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Abstract. Let $\left(M^{m}, g\right)$ be an $m$-dimensional Riemannian manifold. In this paper, we introduce an other class of metric on $\left(M^{m}, g\right)$ called Mus-gradient metric. First we investigate the Levi-Civita connection of this metric. Secondly we study some properties of harmonicity with respect to the Mus-gradient metric. In the last section, we investigate the harmonicity of Mus-gradient metric on product manifolds. Also, we construct some examples of harmonic maps.
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## 1. Introduction

The theory of harmonic maps studies the mapping between different metric manifolds from the energy-minimization point of view (solutions to a natural geometrical variational problem). This concept has several applications such as geodesics, minimal surfaces and harmonic functions. Harmonic maps are also closely related to holomorphic maps in several complex variables, to the theory of stochastic processes, to nonlinear field theory in theoretical physics, and to the theory of liquid crystals in materials science. The last years this subject has been developed extensively by several authors (for example see [1], 3], 4], [5], [7] [8], [12, [10], 11], [12] etc...).

The main idea in this note consists in the modification of the metric of the Riemannian
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manifold $\left(M^{m}, g\right)$. Firstly we introduce the Mus-gradient metric on $M$ noted by $\tilde{g}$ and we investigate the Levi-Civita connection of this metric (Theorem 2.1). Secondly we study the harmonicity with respect to the Mus-gradient metric, then we establish necessary and sufficient conditions under which the Identity Map is harmonic with respect to this metric (Theorem 3.2 and Theorem 3.4). Next we study the harmonicity of the map $\sigma:(M, \tilde{g}) \longrightarrow$ $(N, h)$ (Theorem 3.6) and the map $\sigma:(M, g) \longrightarrow(N, \tilde{h})$ (Theorem 3.8). In the last section, we investigate the harmonicity of Mus-gradient metric on product manifolds (Theorem 4.1 to Theorem 4.7. We also construct some examples of harmonic maps.

## 2. Mus-Gradient metric

Definition 2.1. Let $\left(M^{m}, g\right)$ be a Riemannian manifold and $\left.f: M \rightarrow\right] 0,+\infty[$ be a strictly positive smooth function. We define the Mus-gradient metric on $M$ noted $\tilde{g}$ by

$$
\begin{equation*}
\tilde{g}(X, Y)_{x}=f(x) g(X, Y)_{x}+X_{x}(f) Y_{x}(f), \tag{2.1}
\end{equation*}
$$

where $x \in M$ and $X, Y \in \Im_{0}^{1}(M), f$ is called twisting function.

In the following, we consider $\|\operatorname{grad} f\|=1$, where $\|$.$\| denote the norm with respect to$ $\left(M^{m}, g\right)$.

Lemma 2.1. Let grad $f$ (resp. grad $f$ ) denote the gradient of $f$ with respect to $g$ (resp. $\tilde{g}$ ), then we have

$$
\begin{equation*}
\widetilde{\operatorname{grad}} f=\frac{1}{f+1} \operatorname{grad} f . \tag{2.2}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
X(f) & =g(X, \operatorname{grad} f) \\
& =\frac{1}{f}(\widetilde{g}(X, \operatorname{grad} f)-X(f)(\operatorname{grad} f)(f)) \\
& =\frac{1}{f}(\widetilde{g}(X, \operatorname{grad} f)-X(f))
\end{aligned}
$$

on the other hand, we have $\quad X(f)=\widetilde{g}(X, \widetilde{\operatorname{grad}} f)$, then

$$
\begin{aligned}
\widetilde{g}(X, \widetilde{\operatorname{grad}} f) & =\frac{1}{f}(\widetilde{g}(X, \operatorname{grad} f)-\widetilde{g}(X, \widetilde{\operatorname{grad} f})) \\
& =\frac{1}{f+1} \widetilde{g}(X, \operatorname{grad} f)
\end{aligned}
$$

so, thus $\widetilde{\operatorname{grad}} f=\frac{1}{f+1} \operatorname{grad} f$.

We shall calculate the Levi-Civita connection $\widetilde{\nabla}$ of $\left(M^{m}, \tilde{g}\right)$, as follows.

Theorem 2.1. Let $\left(M^{m}, g\right)$ be a Riemannian manifold, the Levi-Civita connection $\widetilde{\nabla}$ of ( $M^{m}, \tilde{g}$ ), is given by

$$
\begin{align*}
\widetilde{\nabla}_{X} Y= & \nabla_{X} Y+\frac{X(f)}{2 f} Y+\frac{Y(f)}{2 f} X \\
& +\left(\frac{\text { Hess }_{f}(X, Y)}{f+1}-\frac{X(f) Y(f)}{f(f+1)}-\frac{g(X, Y)}{2(f+1)}\right) \operatorname{grad} f \tag{2.3}
\end{align*}
$$

for all vector fields $X, Y \in \Im_{0}^{1}(M)$, where $\nabla$ denote the Levi-Civita connection of $\left(M^{m}, g\right)$ and $\operatorname{Hess}_{f}(X, Y)=g\left(\nabla_{X} g r a d f, Y\right)$ is the Hessian of $f$ with respect to $g$.

Proof. From Kozul formula and Lemma 2.1, we have

$$
\begin{aligned}
2 \tilde{g}\left(\widetilde{\nabla}_{X} Y, Z\right)= & X \tilde{g}(Y, Z)+Y \tilde{g}(Z, X)-Z \tilde{g}(X, Y)+\tilde{g}(Z,[X, Y]) \\
& +\tilde{g}(Y,[Z, X])-\tilde{g}(X,[Y, Z]) \\
= & X(f g(Y, Z)+Y(f) Z(f))+Y(f g(Z, X)+Z(f) X(f)) \\
& -Z(f g(X, Y)+X(f) Y(f))+f g(Z,[X, Y])+Z(f)[X, Y](f) \\
& +f g(Y,[Z, X])+Y(f)[Z, X](f)-f g(X,[Y, Z]) \\
& -X(f)[Y, Z](f) \\
= & X(f) g(Y, Z)+f X g(Y, Z)+X(Y(f)) Z(f)+Y(f) X(Z(f)) \\
& +Y(f) g(Z, X)+f Y g(Z, X)+Y(Z(f)) X(f)+Z(f) Y(X(f)) \\
& -Z(f) g(X, Y)-f Z g(X, Y)-Z(X(f)) Y(f)-X(f) Z(Y(f)) \\
& +f g(Z,[X, Y])+Z(f)(X(Y(f))-Y(X(f)))+f g(Y,[Z, X]) \\
& +Y(f)(Z(X(f))-X(Z(f)))-f g(X,[Y, Z]) \\
& -X(f)(Y(Z(f))-Z(Y(f))) \\
= & 2 f g\left(\nabla_{X} Y . Z\right)+X(f) g(Y, Z)+Y(f) g(Z, X)-Z(f) g(X, Y) \\
& +2 X(Y(f)) Z(f) \\
= & 2 \tilde{g}\left(\nabla{ }_{X} Y, Z\right)-2\left(\nabla{ }_{X} Y\right)(f) Z(f)+2 X(Y(f)) Z(f) \\
& +\frac{X(f)}{f}(\tilde{g}(Y, Z)-Y(f) Z(f))+\frac{Y(f)}{f}(\tilde{g}(Z, X)-Z(f) X(f)) \\
& -Z(f) g(X, Y) .
\end{aligned}
$$

From the definition of Hessian, we obtain

$$
\begin{aligned}
2 \tilde{g}\left(\widetilde{\nabla}_{X} Y, Z\right)= & 2 \tilde{g}\left(\nabla_{X} Y, Z\right)+\frac{X(f)}{f} \tilde{g}(Y, Z)+\frac{Y(f)}{f} \tilde{g}(Z, X) \\
& +\left(2 \operatorname{Hess}_{f}(X, Y)-\frac{2 X(f) Y(f)}{f}-g(X, Y)\right) Z(f) \\
= & 2 \tilde{g}\left(\nabla_{X} Y+\frac{X(f)}{2 f} Y+\frac{Y(f)}{2 f} X, Z\right) \\
& +2\left(\operatorname{Hess}_{f}(X, Y)-\frac{X(f) Y(f)}{f}-\frac{1}{2} g(X, Y)\right) \tilde{g}(\widetilde{\text { grad }} f, Z) .
\end{aligned}
$$

From the formula $(2.2)$, we get

$$
\begin{aligned}
\widetilde{\nabla}_{X} Y= & \nabla_{X} Y+\frac{X(f)}{2 f} Y+\frac{Y(f)}{2 f} X \\
& +\left(\frac{H e s s_{f}(X, Y)}{f+1}-\frac{X(f) Y(f)}{f(f+1)}-\frac{g(X, Y)}{2(f+1)}\right) \operatorname{grad} f
\end{aligned}
$$

Lemma 2.2. Let $\left(M^{m}, g\right)$ be a Riemannian manifold, then for all vector field $X \in \Im_{0}^{1}(M)$, we have

$$
\begin{equation*}
\widetilde{\nabla}_{X} g r a d f=\nabla_{X} g r a d f+\frac{1}{2 f} X-\frac{X(f)}{2 f(f+1)} \operatorname{grad} f \tag{2.4}
\end{equation*}
$$

Proof. Using the theorem 2.1, we have

$$
\begin{aligned}
\widetilde{\nabla}_{X} g r a d f= & \nabla_{X} g r a d f+\frac{X(f)}{2 f} \operatorname{grad} f+\frac{(\operatorname{grad} f)(f)}{2 f} X \\
& +\left(\frac{\text { Hess }_{f}(X, \operatorname{grad} f)}{f+1}-\frac{X(f)(\operatorname{grad} f)(f)}{f(f+1)}-\frac{g(X, \operatorname{grad} f)}{2(f+1)}\right) \operatorname{grad} f
\end{aligned}
$$

Since $\|\operatorname{grad} f\|=1$, we obtain $(\operatorname{grad} f)(f)=1$ and $\operatorname{Hess}_{f}(X, \operatorname{grad} f)=0$. then we get

$$
\widetilde{\nabla}_{X} \operatorname{grad} f=\nabla_{X} \operatorname{grad} f+\frac{1}{2 f} X-\frac{X(f)}{2 f(f+1)} \operatorname{grad} f
$$

## 3. Harmonicity of Mus-gradient metric

Consider a smooth map $\phi:\left(M^{m}, g\right) \rightarrow\left(N^{n}, h\right)$ between two Riemannian manifolds, then the second fundamental form of $\phi$ is defined by

$$
\begin{equation*}
(\nabla d \phi)(X, Y)=\nabla_{X}^{\phi} d \phi(Y)-d \phi\left(\nabla_{X} Y\right) \tag{3.5}
\end{equation*}
$$

Here $\nabla$ is the Riemannian connection on $M$ and $\nabla^{\phi}$ is the pull-back connection on the pull-back bundle $\phi^{-1} T N$. The tension field of $\phi$ is defined by

$$
\begin{equation*}
\tau(\phi)=\operatorname{trace}_{g} \nabla d \phi=\sum_{i=1}^{m}\left(\nabla_{E_{i}}^{\phi} d \phi\left(E_{i}\right)-d \phi\left(\nabla_{E_{i}} E_{i}\right)\right) \tag{3.6}
\end{equation*}
$$

where $\left\{E_{i}\right\}_{i=\overline{1, m}}$ is an orthonormal frame on $\left(M^{m}, g\right)$. A map $\phi$ is called harmonic if and only if $\tau(\phi)=0$.

Remark 3.1. Let $\left(M^{m}, g\right)$ be a Riemannian manifold and $\tilde{g}$ the Mus-gradient metric on $M$. If $\left\{E_{i}\right\}_{i=\overline{1, m}}$ be an orthonormal frame on $\left(M^{m}, g\right)$, such that $E_{1}=\operatorname{grad} f$, the set $\left\{\widetilde{E}_{i}\right\}_{i=\overline{1, m}}$, which is defined as below, is an orthonomal frame on $\left(M^{m}, \tilde{g}\right)$, then

$$
\begin{equation*}
\widetilde{E}_{1}=\frac{1}{\sqrt{f+1}} E_{1}, \widetilde{E}_{i}=\frac{1}{\sqrt{f}} E_{i}, i=\overline{2, m}, \tag{3.7}
\end{equation*}
$$

where $f: M \rightarrow] 0,+\infty[$ be a strictly positive smooth function.

Theorem 3.1. The tension field of the Identity Map $I:\left(M^{m}, \tilde{g}\right) \rightarrow\left(M^{m}, g\right)$ is given by

$$
\begin{equation*}
\tau(I)=\frac{1}{f(f+1)}\left(\frac{(m-2) f+m-1}{2(f+1)}-\Delta(f)\right) \operatorname{grad} f \tag{3.8}
\end{equation*}
$$

where $\Delta(f)=$ trace $_{g}$ Hess $_{f}=\sum_{i=1}^{m} g\left(\nabla_{E_{i}}\right.$ grad $\left.f, E_{i}\right)$.
Proof. Let $\left\{\widetilde{E}_{i}\right\}_{i=\overline{1, m}}$ be a locale orthonormal frame on $\left(M^{m}, \tilde{g}\right)$ defined by 3.10), then

$$
\begin{aligned}
\tau(I) & =\sum_{i=1}^{m}\left(\nabla_{\widetilde{E}_{i}}^{I} d I\left(\widetilde{E}_{i}\right)-d I\left(\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}\right)\right) \\
& =\sum_{i=1}^{m}\left(\nabla_{\widetilde{E}_{i}} \widetilde{E}_{i}-\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}\right) \\
& =\sum_{i=1}^{m}\left(-\frac{\widetilde{E}_{i}(f)}{f} \widetilde{E}_{i}-\left(\frac{\text { Hess }_{f}\left(\widetilde{E}_{i}, \widetilde{E}_{i}\right)}{f+1}-\frac{\widetilde{E}_{i}(f)^{2}}{f(f+1)}-\frac{g\left(\widetilde{E}_{i}, \widetilde{E}_{i}\right)}{2(f+1)}\right) \operatorname{grad} f\right) \\
& =\left(\frac{-1}{f(f+1)}-\frac{\Delta(f)}{f(f+1)}+\frac{1}{f(f+1)^{2}}+\frac{1}{2(f+1)^{2}}+\frac{m-1}{2 f(f+1)}\right) \operatorname{grad} f \\
& =\frac{1}{f(f+1)}\left(\frac{(m-2) f+m-1}{2(f+1)}-\Delta(f)\right) \operatorname{grad} f .
\end{aligned}
$$

From the Theorem 3.1 we obtain

Theorem 3.2. The Identity Map $I:\left(M^{m}, \tilde{g}\right) \rightarrow\left(M^{m}, g\right)$ is harmonic if and only if $f=$ const or

$$
\begin{equation*}
\Delta(f)=\frac{(m-2) f+m-1}{2(f+1)} . \tag{3.9}
\end{equation*}
$$

Example 3.1. Let $M=] 0,+\infty\left[\times_{F} \mathbb{R}^{m-1}\right.$ be the Riemannian twisted product manifold equipped with the Riemannian metric $g$ defined by

$$
g=d x_{1}^{2}+F\left(x_{1}\right) g_{\mathbb{R}^{m-1}}
$$

were $g_{\mathbb{R}^{m-1}}$ is the standard metric and

$$
F\left(x_{1}\right)=e^{\frac{m-2}{m-1} x_{1}}\left(x_{1}+1\right)^{\frac{1}{m-1}} .
$$

Let $f\left(x_{1}, \cdots, x_{m}\right)=x_{1}$, it's clear that $\|$ gradf $\|=1$
as we have

$$
\Delta(f)=\frac{(m-2) f+m-1}{2(f+1)} .
$$

So, thus the Identity Map $I:\left(M^{m}, \tilde{g}\right) \rightarrow\left(M^{m}, g\right)$ is harmonic.

Example 3.2. Let $m=2$ and $f(x, y)=F_{1}(y-I x)+F_{2}(y+I x)+\frac{1}{2} x^{2}+\frac{1}{2} y^{2}$, where $F_{1}, F_{2}: \mathbb{C} \rightarrow \mathbb{R}_{+}^{*}$ and $I^{2}=-1$. Then the Identity Map $I:\left(M^{m}, \tilde{g}\right) \rightarrow\left(M^{m}, g\right)$ is harmonic.

Theorem 3.3. The tension field of the Identity Map $I:\left(M^{m}, g\right) \rightarrow\left(M^{m}, \tilde{g}\right)$ is given by

$$
\begin{equation*}
\tau(I)=\frac{1}{f+1}\left(\Delta(f)+\frac{2-m}{2}\right) \operatorname{grad} f \tag{3.10}
\end{equation*}
$$

Proof. Let $\left\{E_{i}\right\}_{i=\overline{1,2 m}}$ be a locale orthonormal frame on $M$, then

$$
\begin{aligned}
\tau(I) & =\sum_{i=1}^{m}\left(\nabla_{E_{i}}^{I} d I\left(E_{i}\right)-d I\left(\nabla_{E_{i}} E_{i}\right)\right) \\
& =\sum_{i=1}^{m} \widetilde{\nabla}_{d I\left(E_{i}\right)} d I\left(E_{i}\right)-\nabla_{E_{i}} E_{i} \\
& =\sum_{i=1}^{m} \widetilde{\nabla}_{E_{i}} E_{i}-\nabla_{E_{i}} E_{i} \\
& =\sum_{i=1}^{m}\left(\frac{E_{i}(f)}{f} E_{i}+\left(\frac{\operatorname{Hess}_{f}\left(E_{i}, E_{i}\right)}{f+1}-\frac{E_{i}(f)^{2}}{f(f+1)}-\frac{g\left(E_{i}, E_{i}\right)}{2(f+1)}\right) \operatorname{grad} f\right) \\
& =\frac{1}{f} \operatorname{grad} f+\left(\frac{\Delta(f)}{f+1}-\frac{1}{f(f+1)}-\frac{m}{2(f+1)}\right) \operatorname{grad} f \\
& =\frac{1}{f+1}\left(\frac{2-m}{2}+\Delta(f)\right) \operatorname{grad} f .
\end{aligned}
$$

From the Theorem 3.3 we obtain

Theorem 3.4. The Identity Map $I:\left(M^{m}, g\right) \rightarrow\left(M^{m}, \tilde{g}\right)$ is harmonic if and only if

$$
\begin{equation*}
\Delta(f)=\frac{m-2}{2} \tag{3.11}
\end{equation*}
$$

Example 3.3. The Identity Map $I:\left(I R^{2}, g=d x^{2}\right) \rightarrow\left(I R^{2}, \tilde{g}\right)$ is harmonic if and only if

$$
\begin{equation*}
\Delta(f)=\frac{\partial^{2} f}{(\partial x)^{2}}+\frac{\partial^{2} f}{(\partial y)^{2}}=0 \tag{3.12}
\end{equation*}
$$

Example 3.4. Let $M=] 0,+\infty[\times] \frac{-\pi}{4}, \frac{3 \pi}{4}[$ be endowed with the Riemannian metric $g$ in polar coordinate defined by

$$
g=d r^{2}+r^{2} d \theta^{2}
$$

The non-null Christoffel symbols of the Riemannian connection are:

$$
\Gamma_{12}^{2}=\Gamma_{21}^{2}=\frac{1}{r}, \Gamma_{22}^{1}=-r .
$$

Relatively to the orthonormal frame

$$
e_{1}=\frac{\partial}{\partial r}, e_{2}=\frac{1}{r} \frac{\partial}{\partial \theta},
$$

we have

$$
\nabla_{e_{1}} e_{1}=\nabla_{e_{1}} e_{2}=0, \nabla_{e_{2}} e_{1}=\frac{1}{r^{2}} \frac{\partial}{\partial \theta}, \nabla_{e_{2}} e_{2}=\frac{-1}{r} \frac{\partial}{\partial r} .
$$

Let $f(r, \theta)=r \sin \left(\theta+\frac{\pi}{4}\right)$, for all $(r, \theta) \in M$.
By direct computations we obtain

$$
\begin{aligned}
\operatorname{grad} f & =\sin \left(\theta+\frac{\pi}{4}\right) \frac{\partial}{\partial r}+\frac{1}{r} \cos \left(\theta+\frac{\pi}{4}\right) \frac{\partial}{\partial \theta}, \\
\|\operatorname{grad} f\| & =1, \\
\Delta(f) & =0 .
\end{aligned}
$$

By virtue of the Theorem 3.4 the identity map $I:\left(M^{m}, g\right) \rightarrow\left(M^{m}, \tilde{g}\right)$ is harmonic, where

$$
\tilde{g}=\left(r \sin \left(\theta+\frac{\pi}{4}\right)+\sin ^{2}\left(\theta+\frac{\pi}{4}\right)\right) d r^{2}+r^{2}\left(r \sin \left(\theta+\frac{\pi}{4}\right)+\cos ^{2}\left(\theta+\frac{\pi}{4}\right)\right) d \theta^{2}+r \cos (2 \theta) d r d \theta .
$$

Theorem 3.5. The tension field of the map $\sigma:\left(M^{m}, \widetilde{g}\right) \longrightarrow\left(N^{n}, h\right)$ is given by

$$
\begin{align*}
\widetilde{\tau}(\sigma)= & \frac{1}{f} \tau(\sigma)+\frac{1}{f(f+1)}\left(\frac{(m-2) f+m-1}{2(f+1)}-\Delta(f)\right) d \sigma(\operatorname{grad} f) \\
& -\frac{1}{f(f+1)} \nabla_{d \sigma(\operatorname{grad} f)}^{N} d \sigma(\operatorname{grad} f), \tag{3.13}
\end{align*}
$$

where $f: M \rightarrow] 0,+\infty[$ be a strictly positive smooth function and $\tau(\sigma)$ is the tension field of $\sigma:(M, g) \longrightarrow(N, h)$.

Proof. Let $\left\{\widetilde{E}_{i}\right\}_{i=\overline{1, m}}$ be a locale orthonormal frame on $\left(M^{m}, \tilde{g}\right)$ defined by 3.10, then

$$
\begin{aligned}
\tau(I) & =\sum_{i=1}^{m}\left(\nabla_{\widetilde{E}_{i}}^{\sigma} d \sigma\left(\widetilde{E}_{i}\right)-d \sigma\left(\widetilde{\nabla}_{\widetilde{E}_{i}}^{M} \widetilde{E}_{i}\right)\right) \\
& =\sum_{i=1}^{m} \nabla_{\widetilde{E}_{i}}^{\sigma} d \sigma\left(\widetilde{E}_{i}\right)-\sum_{i=1}^{m} d \sigma\left(\widetilde{\nabla}_{\widetilde{E}_{i}}^{M} \widetilde{E}_{i}\right) .
\end{aligned}
$$

By direct computations we obtain

$$
\begin{aligned}
\sum_{i=1}^{m} \nabla_{\widetilde{E}_{i}}^{\sigma} d \sigma\left(\widetilde{E}_{i}\right)= & \nabla_{\widetilde{E}_{1}}^{\sigma} \widetilde{E}_{1}+\sum_{i=2}^{m} \nabla_{\widetilde{E}_{i}}^{\sigma} \widetilde{E}_{i} \\
= & \frac{1}{\sqrt{f+1}} \nabla_{E_{1}}^{\sigma} \frac{1}{\sqrt{f+1}} E_{1}+\sum_{i=2}^{m} \frac{1}{\sqrt{f}} \nabla_{E_{i}}^{\sigma} \frac{1}{\sqrt{f}} E_{i} \\
= & \frac{-1}{2(f+1)^{2}} d \sigma(\operatorname{grad} f)-\frac{1}{f(f+1)} \nabla_{d \sigma(\operatorname{grad} f)}^{N} d \sigma(\operatorname{grad} f) \\
& +\frac{1}{f} \sum_{i=1}^{m} \nabla_{E_{i}}^{\sigma} d \sigma\left(E_{i}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{i=1}^{m} d \sigma\left(\widetilde{\nabla}_{\widetilde{E}_{i}}^{M} \widetilde{E}_{i}\right) & =d \sigma\left(\sum_{i=1}^{m} \widetilde{\nabla}_{\widetilde{E}_{i}}^{M} \widetilde{E}_{i}\right) \\
& =d \sigma\left(\widetilde{\nabla}_{\widetilde{E}_{1}}^{M} \widetilde{E}_{1}+\sum_{i=2}^{m} \widetilde{\nabla}_{\widetilde{E}_{i}}^{M} \widetilde{E}_{i}\right) \\
& =d \sigma\left(\frac{1}{\sqrt{f+1}} \widetilde{\nabla}_{E_{1}}^{M} \frac{1}{\sqrt{f+1}} E_{1}+\sum_{i=2}^{m} \frac{1}{\sqrt{f}} \widetilde{\nabla}_{E_{i}}^{M} \frac{1}{\sqrt{f}} E_{i}\right) \\
& =\frac{1}{f} \sum_{i=1}^{m} d \sigma\left(\nabla_{E_{i}}^{\sigma} E_{i}\right)+\left(\frac{\Delta(f)}{f(f+1)}-\frac{m-1}{2 f(f+1)}\right) d \sigma(\operatorname{grad} f)
\end{aligned}
$$

hence we get

$$
\begin{aligned}
\widetilde{\tau}(\sigma)= & \frac{1}{f} \tau(\sigma)+\frac{1}{f(f+1)}\left(\frac{(m-2) f+m-1}{2(f+1)}-\Delta(f)\right) d \sigma(\operatorname{grad} f) \\
& -\frac{1}{f(f+1)} \nabla_{d \sigma(\operatorname{grad} f)}^{N} d \sigma(\operatorname{grad} f)
\end{aligned}
$$

From the Theorem 3.5 we obtain

Theorem 3.6. Let $\sigma:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, h\right)$ be harmonic. Then the map $\sigma:\left(M^{m}, \widetilde{g}\right) \longrightarrow$ $\left(N^{n}, h\right)$ is harmonic if and only if

$$
\begin{align*}
\tau(\sigma)= & \frac{1}{f+1}\left(\Delta(f)-\frac{(m-2) f+m-1}{2(f+1)}\right) d \sigma(\operatorname{grad} f) \\
& +\frac{1}{f+1} \nabla_{d \sigma(\operatorname{grad} f)}^{N} d \sigma(\operatorname{grad} f) \tag{3.14}
\end{align*}
$$

Example 3.5. If we set $\sigma=I d_{M}$ and $f=$ const then $\sigma:\left(M^{m}, \widetilde{g}\right) \longrightarrow\left(N^{n}, h\right)$ is harmonic.

Lemma 3.1. [1] Given a smooth map $\sigma:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, h\right)$ between two Riemannian manifolds and $f \in C^{\infty}(N)$, then we have

$$
\begin{equation*}
\Delta(f \circ \sigma)=\operatorname{trace}_{g} \operatorname{Hess}_{f}(d \sigma, d \sigma)+d f(\tau(\sigma)) \tag{3.15}
\end{equation*}
$$

Proof. Let $X, Y \in \Im_{0}^{1}(M)$, we have $f \circ \sigma \in C^{\infty}(M)$ then

$$
\begin{aligned}
\nabla d(f \circ \sigma)(X, Y) & =\nabla_{X}^{f \circ \sigma} d(f \circ \sigma)(Y)-d(f \circ \sigma)\left(\nabla_{X}^{M} Y\right) \\
& =\nabla_{d \sigma(X)}^{f} d f(d \sigma(Y))-d f\left(d \sigma\left(\nabla_{X}^{M} Y\right)\right) \\
& =\nabla d f(d \sigma(X), d \sigma(Y))+d f\left(\nabla_{d \sigma(X)}^{N} d \sigma(Y)\right)-d f\left(d \sigma\left(\nabla_{X}^{M} Y\right)\right) \\
& =\nabla d f(d \sigma(X), d \sigma(Y))+d f(\nabla d \sigma(X, Y)) .
\end{aligned}
$$

By passing to the trace in the last equation and using

$$
\operatorname{trace}_{g} \nabla d f=\text { trace }_{g} \mathrm{Hess}_{f}
$$

we get

$$
\Delta(f \circ \sigma)=\operatorname{trace}_{g} \operatorname{Hess}_{f}(d \sigma, d \sigma)+d f(\tau(\sigma)) .
$$

Theorem 3.7. The tension field of the map $\sigma:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, \widetilde{h}\right)$ is given by

$$
\begin{aligned}
\widetilde{\tau}(\sigma)= & \tau(\sigma)+\frac{1}{f} d \sigma(\operatorname{grad}(f \circ \sigma)) \\
& +\frac{1}{f+1}\left(\Delta(f \circ \sigma)-d f(\tau(\sigma))-\frac{\|\operatorname{grad}(f \circ \sigma)\|^{2}}{f}-\frac{\|d \sigma\|^{2}}{2}\right)(\operatorname{grad} f) \circ \sigma,(3.16)
\end{aligned}
$$

where $f: N \rightarrow] 0,+\infty[$ be a strictly positive smooth function and $\tau(\sigma)$ is the tension field of $\sigma:(M, g) \longrightarrow(N, h)$.

Proof. Let $\left\{E_{i}\right\}_{i=\overline{1, m}}$ be a locale orthonormal frame on $\left(M^{m}, g\right)$, then

$$
\begin{aligned}
\widetilde{\tau}(\sigma)= & \sum_{i=1}^{m}\left(\widetilde{\nabla}_{E_{i}}^{\sigma} d \sigma\left(E_{i}\right)-d \sigma\left(\nabla_{E_{i}}^{M} E_{i}\right)\right) \\
= & \sum_{i=1}^{m}\left(\widetilde{\nabla}_{d \sigma\left(E_{i}\right)}^{N} d \sigma\left(E_{i}\right)-d \sigma\left(\nabla_{E_{i}}^{M} E_{i}\right)\right) \\
= & \sum_{i=1}^{m}\left(\nabla_{d \sigma\left(E_{i}\right)}^{N} d \sigma\left(E_{i}\right)+\frac{d \sigma\left(E_{i}\right)(f)}{f} d \sigma\left(E_{i}\right)\right. \\
& +\left(\frac{\operatorname{Hess}_{f}\left(d \sigma\left(E_{i}\right), d \sigma\left(E_{i}\right)\right)}{f+1}-\frac{\left(d \sigma\left(E_{i}\right)(f)\right)^{2}}{f(f+1)}\right. \\
& -\frac{h\left(d \sigma\left(E_{i}\right), d \sigma\left(E_{i}\right)\right)}{\left.2(f+1)(g r a d f) \circ \sigma-d \sigma\left(\nabla_{E_{i}}^{M} E_{i}\right)\right)} \\
= & \sum_{i=1}^{m}\left(\nabla_{E_{i}}^{\sigma} d \sigma\left(E_{i}\right)-d \sigma\left(\nabla_{E_{i}}^{M} E_{i}\right)+\frac{E_{i}(f \circ \sigma)}{f} d \sigma\left(E_{i}\right)\right. \\
& +\left(\frac{H e s s_{f}\left(d \sigma\left(E_{i}\right), d \sigma\left(E_{i}\right)\right)}{f+1}-\frac{\left(E_{i}(f \circ \sigma)\right)^{2}}{f(f+1)}\right. \\
& \left.\left.-\frac{h\left(d \sigma\left(E_{i}\right), d \sigma\left(E_{i}\right)\right)}{2(f+1)}\right)(g r a d f) \circ \sigma\right) \\
= & \tau(\sigma)+\frac{1}{f} d \sigma(g r a d(f \circ \sigma)) \\
& +\left(\frac{\operatorname{trace} \operatorname{Hess} f(d \sigma, d \sigma)}{f+1}-\frac{\|\operatorname{grad}(f \circ \sigma)\|^{2}}{f(f+1)}-\frac{\|d \sigma\|^{2}}{2(f+1)}\right)(g r a d f) \circ \sigma \\
= & \tau(\sigma)+\frac{1}{f} d \sigma(\operatorname{grad}(f \circ \sigma)) \\
& +\left(\frac{\Delta(f \circ \sigma)-d f(\tau(\sigma))}{f+1}-\frac{\|\operatorname{grad}(f \circ \sigma)\|^{2}}{f(f+1)}-\frac{\|d \sigma\|^{2}}{2(f+1)}\right)(g r a d f) \circ \sigma \\
= & \tau(\sigma)+\frac{1}{f} d \sigma(\operatorname{grad}(f \circ \sigma)) \\
& +\frac{1}{f+1}\left(\Delta(f \circ \sigma)-d f(\tau(\sigma))-\frac{\|g r a d(f \circ \sigma)\|^{2}}{f}-\frac{\|d \sigma\|^{2}}{2}\right)(g r a d f) \circ \sigma .
\end{aligned}
$$

From the Theorem 3.7 we obtain

Theorem 3.8. The map $\sigma:\left(M^{m}, g\right) \longrightarrow\left(N^{n}, \widetilde{h}\right)$ is harmonic if and only if

$$
\begin{align*}
\tau(\sigma)= & \frac{-1}{f+1}\left(\Delta(f \circ \sigma)-d f(\tau(\sigma))-\frac{\|\operatorname{grad}(f \circ \sigma)\|^{2}}{f}-\frac{\|d \sigma\|^{2}}{2}\right)(\operatorname{grad} f) \circ \sigma \\
& -\frac{1}{f} d \sigma(\operatorname{grad}(f \circ \sigma)) . \tag{3.17}
\end{align*}
$$

## 4. Harmonicity on product manifold

Let $(M, g)$ and $(N, h)$ be a Riemannian manifolds.

Definition 4.1. Let $(M, g)$ and $(N, h)$ be two Riemannian manifolds of dimension $m$ and $n$ respectively. We define the product metric on $M \times N$ by

$$
G=\pi^{*} g+\eta^{*} h
$$

where $\pi: M \times N \longrightarrow M$ and $\eta: M \times N \longrightarrow N$ denote the first and the second canonical projection.

Proposition 4.1. For all vector fields $X_{1}, X_{2} \in \mathcal{H}(M)$ and $Y_{1}, Y_{2} \in \mathcal{H}(N)$ we have

$$
\begin{aligned}
G\left(\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right)\right) & =g\left(X_{1}, X_{2}\right)+h\left(Y_{1}, Y_{2}\right) \\
G\left(\left(X_{1}, 0\right),\left(X_{2}, 0\right)\right) & =g\left(X_{1}, X_{2}\right) \\
G\left(\left(0, Y_{1}\right),\left(0, Y_{2}\right)\right) & =h\left(Y_{1}, Y_{2}\right) \\
G\left(\left(X_{1}, 0\right),\left(0, Y_{2}\right)\right) & =0 .
\end{aligned}
$$

Subsequently, if $X \in \mathcal{H}(M)$ and $Y \in \mathcal{H}(N)$, then we denote $(X, Y)$ by $X+Y$.

Remark 4.1. • Any vector field of $\mathcal{H}(M)$ is orthogonal to all vector fields of $\mathcal{H}(N)$.

- Let $\left(E_{1}, \ldots, E_{m}\right)\left(\right.$ resp $\left.\left(E_{m+1}, \ldots, E_{m+n}\right)\right)$ is an orthonormal basis of $\mathcal{H}(M)($ resp $\mathcal{H}(N))$ then $\left(E_{1}, \ldots, E_{m+n}\right)$ is an orthonormal basis of $\mathcal{H}(M \times N)$.
- Let $f \in \mathbf{C}^{\infty}(M)$, then $\triangle(f)=\sum_{i=1}^{m} \operatorname{Hess}_{f}\left(E_{i}, E_{i}\right)$.

Proposition 4.2. Let $(M, g)$ and $(N, h)$ be two Riemannian manifolds. If ${ }^{M} \nabla\left(\right.$ resp $\left.{ }^{N} \nabla\right)$ denote the connection of Levi-Civita on $M$ (resp $N$ ), then the levi-civita connection $\nabla$ on the manifold $M \times N$ associated with the product metric $G=\pi^{*} g+\eta^{*} h$ is verifies the following properties:
$\left\{\begin{array}{l}\nabla_{X_{1}} X_{2}={ }^{M} \nabla_{X_{1}} X_{2} \\ \nabla_{Y_{1}} Y_{2}={ }^{N} \nabla_{Y_{1}} Y_{2} \\ \nabla_{X_{1}} Y_{1}=\nabla_{Y_{2}} X_{2}=0 \\ \nabla_{\left(X_{1}+Y_{1}\right)}\left(X_{2}+Y_{2}\right)={ }^{M} \nabla_{X_{1}} X_{2}+{ }^{N} \nabla_{Y_{1}} Y_{2}\end{array}\right.$
for any $X_{1}, Y_{1} \in \mathcal{H}(M)$ and $X_{2}, Y_{2} \in \mathcal{H}(N)$.

Lemma 4.1. Let $\left(M^{m}, g\right)$ and $\left(N^{n}, h\right)$ be two Riemannian manifolds and $f \in C^{\infty}(M)$. If $P:(x, y) \in M \times N \rightarrow y \in N($ resp $P:(x, y) \in M \times N \rightarrow(0, y) \in M \times N)$ is the second projection, then we have

$$
\begin{align*}
\operatorname{grad}(f) & =\operatorname{grad}_{G}(f)=\operatorname{grad}_{g}(f), \\
d P(\operatorname{grad}(f)) & =0 \\
d P\left(\widetilde{\nabla}_{X} X\right) & =d P\left(\nabla_{X} X\right)+\frac{X(f)}{f} d P(X) \tag{4.18}
\end{align*}
$$

where $X \in \mathcal{H}(M \times N)$.

Proof. The proof of the formula (4.18) is a direct consequence of Theorem 2.1 .

Theorem 4.1. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the second projection

$$
\begin{aligned}
P:(M \times N, \widetilde{G}) & \rightarrow(N, h) \\
(x, y) & \mapsto y
\end{aligned}
$$

is harmonic map. where $G=g+h$.

Proof. Let $\left(E_{1}, \ldots, E_{m}\right)$ be an orthonormal basis on $\left(M^{m}, g\right)$ such as $E_{1}=\operatorname{grad}(f)$ and $\left(E_{m+1}, \ldots, E_{m+n}\right)$ be an orthonormal basis on $\left(N^{n}, h\right)$ such as ${ }^{N} \nabla_{E_{i}} E_{j}=0, \quad(i, j \geq m+1)$, then $\left(E_{1}, \ldots, E_{m+n}\right)$ is an orthonormal basis on $(M \times N, g+h)$.

From Lemma 4.1, we obtain:

$$
\begin{aligned}
{ }^{N} \nabla_{d P\left(\widetilde{E_{i}}\right)} d P\left(\widetilde{E_{i}}\right)-d P\left(\widetilde{\nabla}_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) & =-d P\left(\nabla_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) \\
& =-d P\left({ }^{M} \nabla_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) \\
& =0
\end{aligned}
$$

for $1 \leq i \leq m$, and

$$
\begin{aligned}
{ }^{N} \nabla_{d P\left(\widetilde{E_{i}}\right)} d P\left(\widetilde{E_{i}}\right)-d P\left(\widetilde{\nabla}_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) & ={ }^{N} \nabla_{\widetilde{E_{i}}} \widetilde{E_{i}}-d P\left(\nabla_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) \\
& =0
\end{aligned}
$$

for $m+1 \leq i \leq m+n$. We therefore deduce $\tau(P)=0$.
We find the same result for the following theorem

Theorem 4.2. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then

$$
\begin{aligned}
P:(M \times N, \widetilde{G}) & \rightarrow(M \times N, G) \\
(x, y) & \mapsto(0, y)
\end{aligned}
$$

is harmonic map. where $G=g+h$.

Theorem 4.3. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the tension field of

$$
\begin{aligned}
P:(M \times N, G) & \rightarrow(M \times N, \widetilde{G}) \\
(x, y) & \mapsto(0, y)
\end{aligned}
$$

is given by

$$
\tau(P)=\frac{-n}{2(f+1)} \operatorname{grad}(f)
$$

Proof. Similarly to the proof of Theorem 4.1, we obtain

$$
\begin{aligned}
\widetilde{\nabla}_{d P\left(E_{i}\right)} d P\left(E_{i}\right)-d P\left(\nabla_{E_{i}} E_{i}\right) & =0, \quad(i \leq m) \\
\widetilde{\nabla}_{d P\left(E_{i}\right)} d P\left(E_{i}\right)-d P\left(\nabla_{E_{i}} E_{i}\right) & =-\frac{1}{2(f+1)} \operatorname{grad}(f), \quad(i \geq m+1)
\end{aligned}
$$

Theorem 4.4. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the tension field of

$$
\begin{aligned}
P:(M \times N, \widetilde{G}) & \rightarrow(M \times N, \widetilde{G}) \\
(x, y) & \mapsto(0, y)
\end{aligned}
$$

is given by

$$
\tau(P)=-\frac{n}{2 f(f+1)} \operatorname{grad}(f)
$$

where $G=g+h$.

Proof. Let $i \in\{m+1, . ., n+m\}$, from Theorem 2.1 and Lemma 4.1 we obtain

$$
\begin{aligned}
\widetilde{\nabla}_{d P\left(\widetilde{E}_{i}\right)} d P\left(\widetilde{E}_{i}\right)-d P\left(\widetilde{\nabla}_{\widetilde{E_{i}}} \widetilde{E}_{i}\right) & =\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}-d P\left(\widetilde{\nabla}_{\widetilde{E_{i}}} \widetilde{E}_{i}\right) \\
& =\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}-d P\left(\nabla_{\widetilde{E_{i}}} \widetilde{E_{i}}\right) \\
& =\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E_{i}}-\nabla_{\widetilde{E}_{i}} \widetilde{E}_{i} \\
& =-\frac{G\left(\widetilde{E_{i}}, \widetilde{E}_{i}\right)}{2(f+1)} \operatorname{grad}(f) \\
& =-\frac{1}{2 f(f+1)} \operatorname{grad}(f) .
\end{aligned}
$$

Example 4.1. Let $(M, g)=\left(I R^{m}, d x^{2}\right),(m \geq 3)$ and $f\left(x_{1}, x_{2}, x_{3} \ldots \ldots, x_{m}\right)$ $=f\left(x_{1}, x_{2}\right)$ such that $\left(\frac{\partial f}{\partial x_{1}}\right)^{2}+\left(\frac{\partial f}{\partial x_{2}}\right)^{2}=1$. If we put

$$
\begin{aligned}
\widetilde{P}:(M, \widetilde{g}) & \rightarrow(M, g) \\
\left(x_{1}, x_{2}, x_{3} \ldots \ldots, x_{m}\right) & \mapsto\left(0,0, x_{3} \ldots \ldots, x_{m}\right)
\end{aligned}
$$

then we obtain

$$
\begin{aligned}
E_{1} & =\partial_{1}(f) \partial_{1}+\partial_{2}(f) \partial_{2} \\
E_{2} & =\partial_{2}(f) \partial_{1}-\partial_{1}(f) \partial_{2} \\
E_{i} & =\partial_{i}, \quad(i \geq 3) \\
d \widetilde{P}\left(\widetilde{\nabla}_{X} X\right) & =d \widetilde{P}\left(\nabla_{X} X\right)+\frac{X(f)}{f} d P(X) .
\end{aligned}
$$

So

$$
\begin{aligned}
\tau(\widetilde{P}) & =\sum_{i} \nabla_{d \widetilde{P}\left(\widetilde{E_{i}}\right)} d \widetilde{P}\left(\widetilde{E_{i}}\right)-\sum_{i} d \widetilde{P}\left(\widetilde{\nabla_{\widetilde{E_{i}}}} \widetilde{E_{i}}\right) \\
& =0 .
\end{aligned}
$$

Then $\widetilde{P}$ is harmonic.

On the other hand, the tension field of the projection

$$
\begin{aligned}
P:(M, g) & \rightarrow(M, \widetilde{g}) \\
\left(x_{1}, x_{2}, x_{3} \ldots \ldots, x_{m}\right) & \mapsto\left(0,0, x_{3} \ldots \ldots, x_{m}\right)
\end{aligned}
$$

is given by the following formula

$$
\tau(P)=\frac{2-m}{2(f+1)} \operatorname{grad}(f)
$$

Therefore, $P$ is non-harmonic.

Theorem 4.5. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the tension field of

$$
\begin{aligned}
Q:(M \times N, \widetilde{G}) & \rightarrow(M, g) \\
(x, y) & \mapsto x
\end{aligned}
$$

is given by

$$
\tau(Q)=-\frac{1}{f(f+1)}\left[\triangle(f)+\frac{(n+m-2)(f+1)+1}{2(f+1)}\right] \operatorname{grad}(f)
$$

Proof. Let $\left(E_{1}, \ldots, E_{m}\right)$ be an orthonormal basis on $\left(M^{m}, g\right)$ such as $E_{1}=\operatorname{grad}(f)$ and $\left(E_{m+1}, \ldots, E_{m+n}\right)$ be an orthonormal basis on $\left(N^{n}, h\right)$ such as ${ }^{N} \nabla_{E_{i}} E_{j}=0, \quad(i, j \geq m+1)$, then $\left(E_{1}, \ldots, E_{m+n}\right)$ is an orthonormal basis on $(M \times N, g+h)$.

From Remark 3.1 and Theorem 2.1, we have:

$$
\begin{aligned}
& \sum_{i=m+1}^{m+n}\left[{ }^{M} \nabla_{d Q\left(\widetilde{E_{i}}\right)} d Q\left(\widetilde{E_{i}}\right)-d Q\left(\widetilde{\nabla_{\widetilde{E_{i}}}} \widetilde{E}_{i}\right)\right]=-\sum_{i=m+1}^{m+n} d Q\left(\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}\right) \\
& =\sum_{i=m+1}^{m+n} \frac{G\left(\widetilde{E_{i}}, \widetilde{E_{i}}\right)}{2(f+1)} \operatorname{grad}(f) \\
& =\frac{n}{2 f(f+1)} \operatorname{grad}(f) \\
& { }^{M} \nabla_{d Q\left(\widetilde{E_{1}}\right)} d Q\left(\widetilde{E_{1}}\right)-d Q\left(\widetilde{\nabla_{\widetilde{E_{1}}}} \widetilde{E_{1}}\right)={ }^{M} \nabla_{\widetilde{E_{1}}} \widetilde{E_{1}}-\widetilde{\nabla_{\widetilde{E_{1}}}} \widetilde{E_{1}} \\
& =-\frac{\widetilde{E_{1}}(f)}{f} \widetilde{E_{1}}+\frac{\left(\widetilde{E_{1}}(f)\right)^{2}}{f(f+1)} \operatorname{grad}(f)+\frac{G\left(\widetilde{E_{1}}, \widetilde{E_{1}}\right)}{2(f+1)} \operatorname{grad}(f) \\
& =-\frac{1}{f(f+1)} \operatorname{grad}(f)+\frac{1}{f(f+1)^{2}} \operatorname{grad}(f)+\frac{1}{2(f+1)^{2}} \operatorname{grad}(f) \\
& =\left[\frac{-1}{2(f+1)^{2}}-\frac{\operatorname{Hess}_{f}\left(E_{1}, E_{1}\right)}{f(f+1)}\right] \operatorname{grad}(f) \\
& \sum_{i=2}^{m}\left[{ }^{M} \nabla_{d Q\left(\widetilde{E_{i}}\right)} d Q\left(\widetilde{E_{i}}\right)-d Q\left(\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E_{i}}\right)\right]=\sum_{i=2}^{m}\left[{ }^{M} \nabla_{\widetilde{E}_{i}} \widetilde{E}_{i}-\widetilde{\nabla}_{\widetilde{E}_{i}} \widetilde{E}_{i}\right] \\
& =\sum_{i=2}^{m}\left[\frac{G\left(\widetilde{E_{i}}, \widetilde{E_{i}}\right)}{2(f+1)}-\frac{\operatorname{Hess}_{f}\left(E_{i}, E_{i}\right)}{f(f+1)}\right] \operatorname{grad}(f) \\
& =\left[\frac{m-1}{2 f(f+1)}-\frac{\triangle(f)}{f(f+1)}\right] \operatorname{grad}(f) \text {. }
\end{aligned}
$$

Theorem 4.6. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the tension field of

$$
\begin{aligned}
Q:(M \times N, \widetilde{G}) & \rightarrow(M \times N, \widetilde{G}) \\
(x, y) & \mapsto(x, 0)
\end{aligned}
$$

is given by

$$
\tau(Q)=-\frac{n}{2 f(f+1)} \operatorname{grad}(f)
$$

The proof of Theorem 4.6 follows immediately from the Remark 3.1, Remark 4.1 and Theorem 2.1.

Theorem 4.7. Let $\left(M^{m}, g\right)$ be a Riemannian manifolds and $\left(N^{n}, h\right)$ be an Euclidian manifold. If $f \in C^{\infty}(M)$ is a smooth positif function, then the tension field of

$$
\begin{aligned}
Q:(M \times N, G) & \rightarrow(M \times N, \widetilde{G}) \\
(x, y) & \mapsto(x, 0)
\end{aligned}
$$

is given by

$$
\tau(Q)=\frac{1}{f(f+1)}\left[\triangle(f)-\frac{(2-m) f+1-m}{2(f+1)}\right] \operatorname{grad}(f) .
$$

Proof. Let $\left(E_{1}, \ldots, E_{m}\right)$ be an orthonormal basis on $\left(M^{m}, g\right)$ such as $E_{1}=\operatorname{grad}(f)$ and $\left(E_{m+1}, \ldots, E_{m+n}\right)$ be an orthonormal basis on $\left(N^{n}, h\right)$ such as ${ }^{N} \nabla_{E_{i}} E_{j}=0, \quad(i, j \geq m+1)$, then $\left(E_{1}, \ldots, E_{m+n}\right)$ is an orthonormal basis on $(M \times N, g+h)$.

From Remark 3.1, Remark 4.1 and Theorem 2.1, we obtain:

$$
\begin{aligned}
\widetilde{\nabla}_{d Q\left(E_{i}\right)} d Q\left(E_{i}\right)-d Q\left(\nabla_{E_{i}} E_{i}\right) & =0, \quad(m+1 \leq i \leq m+n) \\
\widetilde{\nabla}_{d Q\left(E_{1}\right)} d Q\left(E_{1}\right)-d Q\left(\nabla_{E_{1}} E_{1}\right) & =\widetilde{\nabla}_{E_{1}} E_{1}-\nabla_{E_{1}} E_{1} \\
& =\left[\frac{\text { Hess }_{f}\left(E_{1}, E_{1}\right)}{f(f+1)}+\frac{1}{2(f+1)^{2}}\right] \operatorname{grad}(f) . \\
& =\left[\frac{H e s s_{f}\left(E_{i}, E_{i}\right)}{f(f+1)}-\frac{1}{2 f(f+1)}\right] \operatorname{grad}(f) .
\end{aligned}
$$
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#### Abstract

Conformal slant Riemannian maps from almost Hermitian manifolds to Riemannian manifolds are introduced. We give a non-trivial example of proper conformal slant Riemannian maps, obtain conditions for certain distributions to be integrable and find totally geodesicity conditions for leaves of distributions. We adjust the notion of pluriharmonicity by considering distributions on the total manifold of a conformal slant Riemannian map, and get conditions for such maps to be horizontally homothetic maps.
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## 1. Introduction

The concept of Riemannian submersion was introduced by Gray [13] and O'Neill [19]. Then, this notion was widely studied [10] and new kinds of Riemannian submersions such as invariant, anti-invariant and slant submersion were introduced [26]. Let $F$ be a Riemannian submersion (respectively, horizontally conformal submersion, $m>n$ ) from $\left(M^{m}, g_{M}, J\right)$ an almost Hermitian manifold to $\left(N^{n}, g_{N}\right)$ a Riemannian manifold. If the angle $\theta(U)$ between the space $\left(k e r F_{* p}\right)$ and $J U$ is a constant for any non-zero vector field $U \in \Gamma\left(k e r F_{* p}\right) ; p \in M$, i.e., it is independent from the choice of the tangent vector field $U$ in $\left(\operatorname{ker} F_{* p}\right)$ and choice of the point $p \in M$, then we say that $F$ is a slant submersion (respectively, conformal slant submersion) [5, 14, 22].
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The notions of isometric immersions and Riemannian submersions are generalized by Riemannian maps between Riemannian manifolds [10, 11, 13, 19]. Let $F:\left(M_{1}, g_{1}\right) \longrightarrow\left(M_{2}, g_{2}\right)$ be a smooth map between Riemannian manifolds such that $0<\operatorname{rank} F<\min \left\{\operatorname{dim}\left(M_{1}\right), \operatorname{dim}\right.$ $\left.\left(M_{2}\right)\right\}$. So, the tangent bundle $T M_{1}$ of $M_{1}$ has the sequent decomposition:

$$
T M_{1}=\operatorname{ker} F_{*} \oplus\left(\operatorname{ker} F_{*}\right)^{\perp} .
$$

Because of $\operatorname{rank} F<\min \left\{\operatorname{dim}\left(M_{1}\right), \operatorname{dim}\left(M_{2}\right)\right\}$, we always have $\left(\text { range }_{*}\right)^{\perp}$. Consequently, the tangent bundle $T M_{2}$ of $M_{2}$ has the sequent decomposition:

$$
T M_{2}=\left(\text { range } F_{*}\right) \oplus\left(\text { range } F_{*}\right)^{\perp} .
$$

Hence, a smooth map $F:\left(M_{1}^{m}, g_{1}\right) \longrightarrow\left(M_{2}^{m}, g_{2}\right)$ is called Riemannian map at $p_{1} \in M_{1}$ if the horizontal restriction $F_{* p_{1}}^{h}:\left(\operatorname{ker} F_{* p_{1}}\right)^{\perp} \longrightarrow\left(\right.$ range $\left.F_{*}\right)$ is a linear isometry. Therefore a Riemannian map provides the equation

$$
\begin{equation*}
g_{1}(E, G)=g_{2}\left(F_{*}(E), F_{*}(G)\right) \tag{1.1}
\end{equation*}
$$

for $E, G \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. Isometric immersions and Riemannian submersions are particular Riemannian maps with $\operatorname{ker} F_{*}=\{0\}$ and $\left(\text { range } F_{*}\right)^{\perp}=\{0\}$, respectively, [11]. As an another generalization of Riemannian submersions defined and studied independently horizontally conformal submersions [12, 15]. By following these studies and B. Șahin's papers including anti-invariant Riemannian, semi-invariant, slant submersions (see also [20]) and conformal anti-invariant [3, conformal slant [7, conformal semi-invariant [4] and conformal semi-slant submersions [2] have appeared in the literature. At the same time, the notion of slant submanifolds was introduced by Chen [9]. Inspiring from this notion, as a general map of Hermitian, anti-invariant and slant submersions, slant Riemannian maps were given in [24, 25] as follows; let $F$ be a Riemannian map from an almost Hermitian manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If the angle $\theta(U)$ is a constant between $J U$ and the space $\operatorname{ker} F_{*}$ for any non-zero vector field $U \in \Gamma\left(\operatorname{ker} F_{*}\right)$; i.e., it is independent from the choice of the tangent $U$ in $\operatorname{ker} F_{*}$ and choice of the point $p \in M$, then we say that $F$ is a slant Riemannian map [24, 25]. On the other hand, we say that $F:\left(M^{m}, g_{M}\right) \longrightarrow\left(N^{n}, g_{N}\right)$ is a conformal Riemannian map at $p \in M$ if $0<\operatorname{rank} F_{* p} \leq \min \{m, n\}$ and $F_{* p}$ maps the horizontal space $\left.\left(\operatorname{ker} F_{* p}\right)^{\perp}\right)$ conformally onto range $\left(F_{* p}\right)$, i.e., there exist a number $\lambda^{2}(p) \neq 0$ such that

$$
g_{N}\left(F_{* p}(E), F_{* p}(G)\right)=\lambda^{2}(p) g_{M}(E, G)
$$

for $E, G \in \Gamma\left(\left(\operatorname{ker} F_{* p}\right)^{\perp}\right)$. Also $F$ is said to be conformal Riemannian if $F$ is conformal Riemannian at each $p \in M$ [21]. Conformal Riemannian maps have many application areas, some of them are computer vision [16], geometric modelling [29] and medical imaging [30]. In a previous paper, the second author and Akyol have studied conformal slant Riemannian maps from a Riemannian manifold to a Kaehler manifold and they have studied the geometry determined by the existence of these maps (5).

In this paper, we present conformal slant Riemannian maps from almost Hermitian manifolds to Riemannian manifolds, investigate geometric properties of the base manifold and the total manifold by the existence of such maps and give examples. We also obtain certain geodesicity conditions for conformal slant Riemannian maps. Moreover, we obtain several conditions for conformal slant Riemannian maps to be horizontally homothetic maps by using the adapted version of the notion of pluri-harmonic maps.

## 2. Preliminaries

In this section, some definitions and useful results which will be used at this paper for conformal slant Riemannian maps are given. Let ( $M, g_{M}$ ) and ( $N, g_{N}$ ) be Riemannian manifolds and suppose that $F: M \longrightarrow N$ is a smooth map between them. The second fundamental form of $F$ is given by

$$
\begin{equation*}
\left(\nabla F_{*}\right)(X, Y)=\stackrel{N}{\nabla_{X}^{F}} F_{*}(Y)-F_{*}\left(\nabla_{X}^{M} Y\right) \tag{2.2}
\end{equation*}
$$

for $X, Y \in \Gamma(T M)$. We know that $\left(\nabla F_{*}\right)$ is symmetric [17]. Here, $\nabla^{N}$ is pull-back connection of $\stackrel{N}{\nabla}$ on $N$ along $F$.

Let $F$ be a Riemannian map from a Riemannian manifold $\left(M^{m}, g_{M}\right)$ to a Riemannian manifold $\left(N^{n}, g_{N}\right)$. We characterize $\mathcal{T}$ and $\mathcal{A}$ as

$$
\begin{align*}
\mathcal{A}_{X} Y & =h \stackrel{M}{h X} \quad v Y+v \stackrel{M}{\nabla}_{h X} h Y,  \tag{2.3}\\
\mathcal{T}_{X} Y & =h \nabla_{v X}^{M} v Y+v \nabla_{v X}^{M} h Y, \tag{2.4}
\end{align*}
$$

for $X, Y \in \Gamma(T M)$, where $\nabla^{M}$ is the Levi-Civita connection of $g_{M}$. Actually, we could see that these are O'Neill's tensor fields for Riemannian submersions [19]. $\mathcal{T}_{X}$ and $\mathcal{A}_{X}$ are skewsymmetric operators and reversing the vertical and the horizontal distributions on $(\Gamma(T M), g)$ for any $X \in \Gamma(T M)$. Also, it can be seen easily that $\mathcal{T}$ is vertical, $\mathcal{T}_{X}=\mathcal{T}_{v X}$, and $\mathcal{A}$ is horizontal, $\mathcal{A}_{X}=\mathcal{A}_{h X}$. We should know that $\mathcal{T}$ is symmetric on the vertical distribution
[10, 19]. Following these, from (2.3) and (2.4) we have

$$
\begin{align*}
& \nabla_{U}^{M} V=\mathcal{T}_{U} V+\hat{\nabla}_{U} V,  \tag{2.5}\\
& \nabla_{U}^{M} E=h \nabla_{U} E+\mathcal{T}_{U} E,  \tag{2.6}\\
& M_{E}^{M} V=\mathcal{A}_{E} V+v \nabla_{E}^{M} V,  \tag{2.7}\\
& \nabla_{E}^{M} G=h \nabla_{E}^{M} G+\mathcal{A}_{E} G \tag{2.8}
\end{align*}
$$

for $E, G \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U, V \in \Gamma\left(k e r F_{*}\right)$, where $\hat{\nabla}_{U} V=v \nabla_{U}^{M} V$ [10].
A vector field on $M$ is called a projectable vector field if it is related to a vector field on $N$. Thus, we say a vector field is basic on $M$ if it is both a horizontal and a projectable vector field. From now on, when we mention a horizontal vector field, we always consider a basic vector field [8].

On the other hand, let $F$ be a conformal Riemannian map between Riemannian manifolds $\left(M^{m}, g_{M}\right)$ and $\left(N^{n}, g_{N}\right)$. Then, we have

$$
\begin{align*}
\left.\left(\nabla F_{*}\right)(E, G)\right|_{\text {range } F_{*}} & =E(\ln \lambda) F_{*}(G)+G(\ln \lambda) F_{*}(E) \\
& -g_{M}(E, G) F_{*}(\operatorname{grad}(\ln \lambda)), \tag{2.9}
\end{align*}
$$

where $E, G \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ [6, 21]. Therefore from 2.9), we obtain $\nabla_{E}^{N} F_{*}(G)$ as

$$
\begin{align*}
\stackrel{N}{\nabla_{E}^{F} F_{*}(G)} & =F_{*}\left(h \nabla_{E}^{M} G\right)+E(\ln \lambda) F_{*}(G)+G(\ln \lambda) F_{*}(E) \\
& -g_{M}(E, G) F_{*}(\operatorname{grad}(\ln \lambda))+\left(\nabla F_{*}\right)^{\perp}(E, G) \tag{2.10}
\end{align*}
$$

where $\left(\nabla F_{*}\right)^{\perp}(E, G)$ is the component of $\left(\nabla F_{*}\right)(E, G)$ on $\left(\text { range } F_{*}\right)^{\perp}$ for $E, G \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ [27, 28].

Finally, we recall the following notion. A map $F$ from a complex manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$ is a pluriharmonic map if $F$ provides the following equation

$$
\begin{equation*}
\left(\nabla F_{*}\right)(X, Y)+\left(\nabla F_{*}\right)(J X, J Y)=0 \tag{2.11}
\end{equation*}
$$

for $X, Y \in \Gamma(T M)[18]$.

## 3. Conformal Slant Riemannian maps

In this section we are going to introduce conformal slant Riemannian maps as a generalization of slant Riemannian maps and conformal slant submersions, present examples and examine the geometry of source manifolds, target manifolds and maps themselves. We present the sequent definition.

Definition 3.1. Let $F:\left(M, g_{M}, J_{M}\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal Riemannian map from an almost Hermitian manifold $\left(M, g_{M}, J_{M}\right)$ to a Riemannian manifold ( $N, g_{N}$ ). If for any non-zero vector $X \in \Gamma\left(\operatorname{ker} F_{*}\right)$ at a point $p \in M$; the angle $\theta(X)$ between the space $k e r F_{*}$ and $J_{M} X$ is a constant, i.e. it is independent of the choice of the tangent vector $X \in \Gamma\left(k e r F_{*}\right)$ and choice of the point $p \in M$, then we say that $F$ is a conformal slant Riemannian map. In this situation, the angle $\theta$ is called the slant angle of the conformal slant Riemannian map.

We say that a conformal slant Riemannian map is proper if $F$ is not a conformal invariant and a conformal anti-invariant Riemannian map. The sequent example is for a proper conformal slant Riemannian map.

Example 3.1. Let $F:\left(R^{4}, g_{4}, J\right) \longrightarrow\left(R^{4}, g_{4}\right)$ be a map from a Kaehlerian manifold $\left(R^{4}, g_{4}, J\right)$ to a Riemannian manifold $\left(R^{4}, g_{4}\right)$ defined by

$$
\left(e^{x_{2}} \sin x_{4}, e^{x_{2}} \cos x_{4},-e^{x_{2}} \sin x_{4},-e^{x_{2}} \cos x_{4}\right) .
$$

Then, $F$ is a conformal Riemannian map with $\lambda=e^{x_{2}} \sqrt{2}$ and rank $F=2$. One can easily see that $F$ is a proper conformal slant Riemannian map with the slant angle $\theta=\alpha$ via $J_{\alpha}=\cos \alpha(-c,-d, a, b)+\sin \alpha(-b, a, d,-c), 0<\alpha \leq \frac{\pi}{2}$.

Let $F$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then for $V \in \Gamma\left(k e r F_{*}\right)$, we write

$$
\begin{equation*}
J V=\phi V+\omega V \tag{3.12}
\end{equation*}
$$

where $\phi V \in \Gamma\left(k e r F_{*}\right)$ and $\omega V \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. Also for $X \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$, we write

$$
\begin{equation*}
J X=B X+C X \tag{3.13}
\end{equation*}
$$

where $B X \in \Gamma\left(\operatorname{ker} F_{*}\right)$ and $C X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. We have covariant derivatives of $\phi$ and $\omega$ :

$$
\begin{align*}
& \left(\nabla_{U}^{M} \omega\right) V=h^{M}{ }_{U} \omega V-\omega \hat{\nabla}_{U} V,  \tag{3.14}\\
& \left(\nabla_{U}^{M} \phi\right) V=\hat{\nabla}_{U} \phi V-\phi \hat{\nabla}_{U} V \tag{3.15}
\end{align*}
$$

for any $U, V \in \Gamma\left(k e r F_{*}\right)$.
We give the following result by using equations (2.5), (2.6), (3.12), (3.13) and covariant derivatives of $\phi$ and $\omega$.

Lemma 3.1. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then $F$ is a conformal slant Riemannian map, we get

$$
\begin{gathered}
h \stackrel{M}{U}_{U} \omega V-\omega \hat{\nabla}_{U} V=C T_{U} V-T_{U} \phi V, \\
\hat{\nabla}_{U} \phi V-\phi \hat{\nabla}_{U} V=B T_{U} V-T_{U} \omega V
\end{gathered}
$$

for any $U, V \in \Gamma\left(k e r F_{*}\right)$.

Now, we present the following characterization for conformal slant Riemannian maps.

Theorem 3.1. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then $F$ is a conformal slant Riemannian map if and only if there exists a constant $\lambda \in[-1,0]$ such that

$$
\phi^{2} U=\lambda U
$$

for $U \in \Gamma\left(k e r F_{*}\right)$. If $F$ is a conformal slant Riemannian map, then $\lambda=-\cos ^{2} \theta$.
Proof. For $U \in \Gamma\left(k e r F_{*}\right)$ we have $\cos \theta=\frac{\|\phi U\|}{\|J U\|}$. Since $M$ is a Kaehler manifold, we get

$$
g_{M}\left(\phi^{2} U, U\right)=-g_{M}(\phi U, \phi U)=-\cos ^{2} \theta g_{M}(U, U)
$$

Hence, we have $\phi^{2} U=\lambda U$. Conversely, suppose that $\phi^{2} U=\lambda U$ for $\forall U \in \Gamma\left(k e r F_{*}\right)$ with $\lambda \in[-1,0]$. Hence, we obtain

$$
\begin{equation*}
\cos \theta=\frac{g_{M}(J U, \phi U)}{\|J U\|\|\phi U\|}=-\lambda \frac{\|J U\|}{\|\phi U\|} \tag{3.16}
\end{equation*}
$$

Using $\cos \theta=\frac{\|\phi U\|}{\|J U\|}$ in 3.16 we get $\lambda=-\cos ^{2} \theta$.
From (3.12) and Theorem 3.1. we have the next result.

Theorem 3.2. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$ with the slant angle $\theta$. Then, we have

$$
\begin{align*}
& g_{M}(\phi U, \phi V)=\cos ^{2} \theta g_{M}(U, V)  \tag{3.17}\\
& g_{M}(\omega U, \omega V)=\sin ^{2} \theta g_{M}(U, V) \tag{3.18}
\end{align*}
$$

for any $U, V \in \Gamma\left(k e r F_{*}\right)$.

Let $F$ be a conformal slant Riemannian map from an almost Hermitian manifold $\left(M, g_{M}, J\right)$ onto a Riemannian manifold $\left(N, g_{N}\right)$ with the slant angle $\theta$; then we say that $\omega$ is parallel with respect to $\stackrel{M}{\nabla}$ on $k e r F_{*}$ if its covariant derivative according to $\stackrel{M}{\nabla}$ vanishes, i.e.

$$
\begin{equation*}
\left(\stackrel{M}{\nabla}_{U} \omega\right) V=0 \tag{3.19}
\end{equation*}
$$

for $U, V \in \Gamma\left(k e r F_{*}\right)$.

Theorem 3.3. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $\omega$ is parallel according to $\stackrel{M}{\nabla}$ on $\operatorname{ker} F_{*}$, then we have

$$
\begin{equation*}
T_{\phi U} \phi U=-\cos ^{2} \theta T_{U} U \tag{3.20}
\end{equation*}
$$

for $U \in \Gamma\left(k e r F_{*}\right)$.
Proof. If $\omega$ is parallel according to $\stackrel{M}{\nabla}$ on $\operatorname{ker} F_{*}$, we obtain using 3.14 and Lemma 3.1. for $U, V \in \Gamma\left(k e r F_{*}\right)$

$$
\begin{equation*}
C T_{U} V=T_{U} \phi V \tag{3.21}
\end{equation*}
$$

Now, changing roles of $U$ and $V$ in (3.21) we get

$$
\begin{equation*}
C T_{V} U=T_{V} \phi U \tag{3.22}
\end{equation*}
$$

Because vertical vector field $T$ is symmetric, from (3.21) and 3.22 we get

$$
\begin{equation*}
T_{U} \phi V=T_{V} \phi U \tag{3.23}
\end{equation*}
$$

Since $\phi^{2} V=\lambda V$ and for $V=\phi U$ in 3.23 we obtain

$$
-\cos ^{2} \theta T_{U} U=T_{\phi U} \phi U
$$

which gives the assertion.

Theorem 3.4. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then, two of the below assertions imply the third assertion,
i- The horizontal distribution $\left(\operatorname{ker} F_{*}\right)^{\perp}$ is integrable,
ii- $X(\ln \lambda) g_{M}(Y, \omega \phi U)=Y(\ln \lambda) g_{M}(X, \omega \phi U)$,
iii- $g_{N}\left(F_{*}\left(C h \stackrel{M}{\nabla_{X}} \omega U+\omega A_{X} \omega U\right), F_{*}(Y)\right)+g_{N}\left(\nabla_{X}^{N}{ }_{N}^{F} F_{*}(\omega \phi U), F_{*}(Y)\right)$
$=g_{N}\left(F_{*}\left(C h \stackrel{M}{\nabla}{ }_{Y} \omega U+\omega A_{Y} \omega U\right), F_{*}(X)\right)+g_{N}\left(\nabla_{Y}^{F} F_{*}(\omega \phi U), F_{*}(X)\right)$ for $X, Y \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(k e r F_{*}\right)$.

Proof. Now, for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(\operatorname{ker} F_{*}\right)$, using 2.8 and 3.12, we obtain

$$
\begin{aligned}
g_{M}([X, Y], U) & =g_{M}\left(\nabla_{X}^{M} J \phi U, Y\right)+g_{M}\left(J A_{X} \omega U+J h \nabla_{X}^{M} \omega U, Y\right) \\
& -g_{M}\left(\stackrel{B}{\nabla}_{Y} J \phi U, X\right)-g_{M}\left(J A_{Y} \omega U+J h \nabla_{Y} \omega U, X\right) .
\end{aligned}
$$

Since $F$ is a conformal map, from Theorem 3.1, (2.8) and (3.13) we get

$$
\begin{aligned}
g_{M}([X, Y], U) & =\cos ^{2} \theta g_{M}([X, Y], U)+\frac{1}{\lambda^{2}}\left\{g_{N}\left(F_{*}\left(h \nabla_{X}^{M} \omega \phi U\right), F_{*}(Y)\right)\right. \\
& +g_{N}\left(F_{*}\left(\omega A_{X} \omega U\right), F_{*}(Y)\right)+g_{N}\left(F_{*}\left(C h \nabla_{X} \omega U\right), F_{*}(Y)\right) \\
& -g_{N}\left(F_{*}\left(h \nabla_{Y} \omega \phi U\right), F_{*}(X)\right)-g_{N}\left(F_{*}\left(\omega A_{Y} \omega U\right), F_{*}(X)\right) \\
& \left.-g_{N}\left(F_{*}\left(C h \nabla_{Y} \omega U\right), F_{*}(X)\right)\right\} .
\end{aligned}
$$

Now, from (2.2) and (2.9) we have

$$
\begin{aligned}
\sin ^{2} \theta g_{M}([X, Y], U) & =\frac{1}{\lambda^{2}}\left\{g_{N}\left(F_{*}\left(C h \nabla_{X} \omega U+\omega A_{X} \omega U\right), F_{*}(Y)\right)\right. \\
& -g_{N}\left(F_{*}\left(C h \nabla_{Y}^{M} \omega U+\omega A_{Y} \omega U\right), F_{*}(X)\right) \\
& +g_{N}\left(F_{*}\left(\nabla_{X}^{F} F_{*}(\omega \phi U), F_{*}(Y)\right)\right. \\
& -g_{N}\left(F_{*}\left(\nabla_{Y}^{F} F_{*}(\omega \phi U), F_{*}(X)\right)\right. \\
& -X(\ln \lambda) g_{N}\left(F_{*}(\omega \phi U), F_{*}(Y)\right) \\
& -\omega \phi U(\ln \lambda) g_{N}\left(F_{*}(X), F_{*}(Y)\right) \\
& +g_{M}(X, \omega \phi U) g_{N}\left(F_{*}(\operatorname{grad}(\ln \lambda)), F_{*}(Y)\right) \\
& -g_{N}\left(\left(\nabla F_{*}\right)^{\perp}(X, \omega \phi U), F_{*}(Y)\right) \\
& +Y(\ln \lambda) g_{N}\left(F_{*}(\omega \phi U), F_{*}(X)\right) \\
& +\omega \phi U(\ln \lambda) g_{N}\left(F_{*}(Y), F_{*}(X)\right) \\
& -g_{M}(Y, \omega \phi U) g_{N}\left(F_{*}(\operatorname{grad}(\ln \lambda)), F_{*}(X)\right) \\
& \left.+g_{N}\left(\left(\nabla F_{*}\right)^{\perp}(Y, \omega \phi U), F_{*}(X)\right)\right\} .
\end{aligned}
$$

Using conformality of $F$ we obtain

$$
\begin{aligned}
\sin ^{2} \theta g_{M}([X, Y], U) & =\frac{1}{\lambda^{2}}\left\{g_{N}\left(F_{*}\left(C h \nabla_{X}^{M} \omega U+\omega A_{X} \omega U\right), F_{*}(Y)\right)\right. \\
& -g_{N}\left(F_{*}\left(C h \nabla_{Y}^{M} \omega U+\omega A_{Y} \omega U\right), F_{*}(X)\right) \\
& +g_{N}\left(F_{*}\left(\nabla_{X}^{F} F_{*}(\omega \phi U), F_{*}(Y)\right)\right. \\
& -g_{N}\left(F_{*}\left(\nabla_{Y}^{F} F_{*}(\omega \phi U), F_{*}(X)\right)\right\} \\
& +2 Y(\ln \lambda) g_{M}(X, \omega \phi U)-2 X(\ln \lambda) g_{M}(Y, \omega \phi U) .
\end{aligned}
$$

The proof is completed from the above equation.
Now we will examine the geometry of leaves of the vertical distribution.

Theorem 3.5. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then, the vertical distribution ker $F_{*}$ defines a totally geodesic foliation on $M$ if and only if

$$
g_{N}\left(\left(\nabla F_{*}\right)(U, J X), F_{*}(\omega V)\right)=g_{N}\left(\left(\nabla F_{*}\right)(U, X), F_{*}(\omega \phi V)\right)
$$

for $X \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U, V \in \Gamma\left(k e r F_{*}\right)$.

Proof. $\quad$ Because of $M$ is a Kaehler manifold and from Theorem 3.1., (3.12) and (3.13), we have

$$
\begin{aligned}
g_{M}\left(\stackrel{M}{\nabla}_{U} V, X\right) & =-\cos ^{2} \theta g_{M}\left(\stackrel{M}{\nabla}_{U} X, V\right)-g_{M}\left(\stackrel{M}{\nabla}_{U} X, \omega \phi V\right) \\
& -g_{M}\left(\stackrel{\nabla}{\nabla}_{U} B X, \omega V\right)-g_{M}\left({ }_{\nabla}^{M} C X, \omega V\right) .
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
\sin ^{2} \theta g_{M}\left(\nabla_{U} V, X\right) & =-g_{M}\left(h \nabla^{M} X, \omega \phi V\right)-g_{M}\left(T_{U} B X, \omega V\right) \\
& -g_{M}\left(h \nabla_{U} C X, \omega V\right) .
\end{aligned}
$$

Now, from (2.2) we get

$$
\begin{aligned}
\sin ^{2} \theta g_{M}\left(\stackrel{M}{\nabla}_{U} V, X\right) & =\frac{1}{\lambda^{2}}\left\{-g_{N}\left(F_{*}\left(h \stackrel{M}{\nabla}_{U} X\right), F_{*}(\omega \phi V)\right)\right. \\
& -g_{N}\left(F_{*}\left(T_{U} B X\right), F_{*}(\omega V)\right) \\
& \left.-g_{N}\left(F_{*}\left(h \stackrel{M}{\nabla}_{U} C X\right), F_{*}(\omega V)\right)\right\} \\
& =\frac{1}{\lambda^{2}}\left\{g_{N}\left(\left(\nabla F_{*}\right)(U, J X), F_{*}(\omega V)\right)\right. \\
& \left.-g_{N}\left(\left(\nabla F_{*}\right)(U, X), F_{*}(\omega \phi V)\right)\right\}
\end{aligned}
$$

This completes the proof.
Now, we examine the geometry of the horizontal distribution.

Theorem 3.6. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then, two of the below assertions imply the third assertion,
i- the horizontal distribution $\left(\text { ker } F_{*}\right)^{\perp}$ defines a totally geodesic foliation on $M$, ii- $F$ is a horizontally homothetic map,
iii- $g_{M}\left(A_{X} Y, U\right)=\frac{1}{\lambda^{2}} g_{N}\left(\nabla_{X}^{F} F_{*}(Y), F_{*}(\omega \phi U+C \omega U)\right)$
for $X, Y \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(k e r F_{*}\right)$.

Proof. Now, from (2.8), (3.17) and (3.18) we have

$$
\begin{aligned}
g_{M}\left(\stackrel{M}{\nabla}_{X} Y, U\right) & =g_{M}\left(J A_{X} Y+J h \nabla_{X} Y, \phi U\right) \\
& +g_{M}\left(J A_{X} Y+J h \nabla_{X} Y, \omega U\right) \\
& =\cos ^{2} \theta g_{M}\left(A_{X} Y, U\right)-g_{M}\left(h \nabla_{X}^{M} Y, J \phi U\right) \\
& +\sin ^{2} \theta g_{M}\left(A_{X} Y, U\right)-g_{M}\left(h \nabla_{X}^{M} Y, J \omega U\right) \\
& =g_{M}\left(A_{X} Y, U\right)-g_{M}\left(h \nabla_{X}^{M} Y, \omega \phi U\right)-g_{M}\left(h \nabla_{X}^{M} Y, C \phi U\right)
\end{aligned}
$$

for $X, Y \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(k e r F_{*}\right)$. From 2.2) and 2.9), we obtain

$$
\begin{align*}
g_{M}\left(\stackrel{M}{\nabla}_{X} Y, U\right) & =g_{M}\left(A_{X} Y, U\right)-\frac{1}{\lambda^{2}} g_{N}\left(\nabla_{X}^{F} F_{*}(Y), F_{*}(\omega \phi U+C \omega U)\right) \\
& +X(\ln \lambda) g_{M}(Y, \omega \phi U)+Y(\ln \lambda) g_{M}(X, \omega \phi U) \\
& -\omega \phi U(\ln \lambda) g_{M}(X, Y)+X(\ln \lambda) g_{M}(Y, C \omega U) \\
& +Y(\ln \lambda) g_{M}(X, C \omega U)-C \omega U(\ln \lambda) g_{M}(X, Y) \tag{3.24}
\end{align*}
$$

If the horizontal distribution $\left(\operatorname{ker} F_{*}\right)^{\perp}$ defines a totally geodesic foliation on $M$ for $X, Y \in$ $\Gamma\left(\left(k e r F_{*}\right)^{\perp}\right), U \in \Gamma\left(k e r F_{*}\right)$ and $g_{M}\left(A_{X} Y, U\right)=\frac{1}{\lambda^{2}} g_{N}\left(\nabla_{X}^{F} F_{*}(Y), F_{*}(\omega \phi U+C \omega U)\right)$, we show that the map $F$ is a horizontally homothetic map. If (i) and (iii) are satisfied, then we have

$$
\begin{align*}
0 & =X(\ln \lambda) g_{M}(Y, \omega \phi U)+Y(\ln \lambda) g_{M}(X, \omega \phi U) \\
& -\omega \phi U(\ln \lambda) g_{M}(X, Y)+X(\ln \lambda) g_{M}(Y, C \omega U) \\
& +Y(\ln \lambda) g_{M}(X, C \omega U)-C \omega U(\ln \lambda) g_{M}(X, Y) \tag{3.25}
\end{align*}
$$

for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(\operatorname{ker} F_{*}\right)$. Suppose that $X=\omega \phi U, Y=C \omega U$ in equation (3.25), we have

$$
\begin{equation*}
C \omega U(\ln \lambda) g_{M}(\omega \phi U, \omega \phi U)+\omega \phi U(\ln \lambda) g_{M}(C \omega U, C \omega U)=0 . \tag{3.26}
\end{equation*}
$$

If $C \omega U(\ln \lambda)=0$ from (3.26) we get $\omega \phi U(\ln \lambda) g_{M}(C \omega U, C \omega U)=0$ for $C \omega U \in \Gamma\left(C\left(\text { ker } F_{*}\right)^{\perp}\right)$. Therefore $\lambda$ is a constant on $\Gamma\left(\omega\left(k e r F_{*}\right)\right)$. At the same time, if $\omega \phi U(\ln \lambda)=0$ we derive $C \omega U(\ln \lambda) g_{M}(\omega \phi U, \omega \phi U)=0$ from (3.26) for $\omega \phi U \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Thus $\lambda$ is a constant on $\Gamma\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. So, $F$ is a horizontally homothetic map. The rest of the proof is clear.

Now we are going to slightly modify the notion of pluriharmonic map and use this new notion to obtain certain conditions for conformal slant Riemannian maps to be horizontally homothetic map. We say that a conformal slant Riemannian map $F$ from a complex manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$ is $\operatorname{ker} F_{*}-\left(\right.$ respectively, $\left(\operatorname{ker} F_{*}\right)^{\perp}, \omega\left(\operatorname{ker} F_{*}\right)$, $\mu$ ) pluriharmonic map if $F$ satisfies the following equation

$$
\left(\nabla F_{*}\right)(U, V)+\left(\nabla F_{*}\right)(J U, J V)=0
$$

for $U, V \in \Gamma\left(k e r F_{*}\right)\left(\right.$ respectively, $\left.\left(k e r F_{*}\right)^{\perp}, \omega\left(k e r F_{*}\right), \mu\right)$ [27, 28].

Theorem 3.7. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $F$ is a ker $F_{*}-$ pluriharmonic map, then one of the below assertions imply the second assertion,
i- $F$ is a horizontally homothetic map,
ii- $F_{*}\left(A_{\omega U} \phi V+A_{\omega V} \phi U\right)=F_{*}\left(h \stackrel{M}{U}_{U} \omega \phi V+\omega T_{U} \omega V+C h \nabla_{U}^{M} \omega V\right)$ and $\left(\nabla F_{*}\right)^{\perp}(\omega U, \omega V)=0$
for $U, V \in \Gamma\left(k e r F_{*}\right)$.

Proof. From the definition of $\operatorname{ker} F_{*}$-pluriharmonic map, (2.2) and (2.10), we have

$$
\begin{aligned}
0 & =F_{*}\left(\stackrel{M}{\nabla}_{U} J \phi V+J \nabla_{U} \omega V\right)-F_{*}\left(\nabla_{\phi U}^{M} \phi V\right)-F_{*}\left(\nabla_{\omega V}^{M} \phi U\right) \\
& -F_{*}\left(\nabla_{\omega U} \phi V\right)+\left(\nabla F_{*}\right)^{\perp}(\omega U, \omega V)+\omega U(\ln \lambda) F_{*}(\omega V) \\
& +\omega V(\ln \lambda) F_{*}(\omega U)-g_{M}(\omega U, \omega V) F_{*}(\operatorname{grad}(\ln \lambda)) .
\end{aligned}
$$

Now, using (2.6), (3.20) and Theorem 3.1., we get

$$
\begin{align*}
0 & =F_{*}\left(h \nabla_{U}^{M} \omega \phi V+\omega T_{U} \omega V+C h \nabla_{U}^{M} \omega V-A_{\omega U} \phi V-A_{\omega V} \phi U\right) \\
& +\left(\nabla F_{*}\right)^{\perp}(\omega U, \omega V)+\omega U(\ln \lambda) F_{*}(\omega V)+\omega V(\ln \lambda) F_{*}(\omega U) \\
& -g_{M}(\omega U, \omega V) F_{*}(\operatorname{grad}(\ln \lambda)) . \tag{3.27}
\end{align*}
$$

If (i) is provided we have from (3.27)

$$
\omega U(\ln \lambda) F_{*}(\omega V)+\omega V(\ln \lambda) F_{*}(\omega U)-g_{M}(\omega U, \omega V) F_{*}(\operatorname{grad}(\ln \lambda))=0
$$

for $U, V \in \Gamma\left(\operatorname{ker} F_{*}\right)$. So one can see second assertion clearly. Now if (ii) is satisfied in 3.27) we have $F_{*}\left(A_{\omega U} \phi V+A_{\omega V} \phi U\right)=F_{*}\left(h \nabla_{U}^{M} \omega \phi V+\omega T_{U} \omega V+C h \nabla_{U} \omega V\right)$ and $\left(\nabla F_{*}\right)^{\perp}(\omega U, \omega V)=$ 0 for $U, V \in \Gamma\left(\operatorname{ker} F_{*}\right)$, respectively. Thus, by (3.27) we get

$$
\begin{align*}
0 & =\omega U(\ln \lambda) F_{*}(\omega V)+\omega V(\ln \lambda) F_{*}(\omega U) \\
& -g_{M}(\omega U, \omega V) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.28}
\end{align*}
$$

For $\omega U \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$ from 3.28) we get $0=\lambda^{2} \omega V(\ln \lambda) g_{M}(\omega U, \omega U)$, which implies that $\omega\left(\operatorname{ker} F_{*}\right)(\operatorname{grad}(\ln \lambda))=0$. At the same time, from (3.28) if we take $\omega U=\omega V$ and for $X \in \Gamma\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ we get

$$
\begin{equation*}
0=2 \lambda^{2} \omega U(\ln \lambda) g_{M}(X, \omega U)-\lambda^{2} X(\ln \lambda) g_{M}(\omega U, \omega U) \tag{3.29}
\end{equation*}
$$

Because of $\lambda$ is a constant on $\omega\left(\operatorname{ker} F_{*}\right)$ we have $2 \lambda^{2} \omega U(\ln \lambda) g_{M}(X, \omega U)=0$. Thus, by 3.29) we get $\lambda^{2} X(\ln \lambda) g_{M}(\omega U, \omega U)=0$, which implies that $\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)(\operatorname{grad}(\ln \lambda))=0$. Thus, $\mathcal{H}(\operatorname{grad}(\ln \lambda))=0$. It can be seen from here that $F$ is a horizontally homothetic map.

Theorem 3.8. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $F$ is a $\left(k e r F_{*}\right)^{\perp}-$ pluriharmonic map, then $F$ is a horizontally homothetic map if and only if the following conditions

$$
\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(C X, C Y)=0
$$

and

$$
F_{*}\left(T_{B X} B Y+A_{C Y} B X+A_{C X} B Y\right)=0
$$

are satisfied for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$.

Proof. From the definition of a $\left(\operatorname{ker} F_{*}\right)^{\perp}$-pluriharmonic map, (2.2) and (2.9), we have

$$
\begin{aligned}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+\left(\nabla F_{*}\right)^{\perp}(C X, C Y)+C X(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C X)-g_{M}(C X, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) \\
& -F_{*}\left(\stackrel{\nabla}{\nabla X}_{B X} B Y\right)-F_{*}\left(\stackrel{\nabla}{\nabla}_{C Y} B X\right)-F_{*}\left(\stackrel{\nabla}{\nabla X}_{C X} B Y\right)
\end{aligned}
$$

or

$$
\begin{align*}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(C X, C Y)+X(\ln \lambda) F_{*}(Y) \\
& +Y(\ln \lambda) F_{*}(X)-g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+C X(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C X)-g_{M}(C X, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) \\
& -F_{*}\left(T_{B X} B Y+A_{C Y} B X+A_{C X} B Y\right) \tag{3.30}
\end{align*}
$$

for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. If $F$ is a horizontally homothetic map we have from equation 3.30)

$$
\begin{aligned}
0 & =X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+C X(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C X)-g_{M}(C X, C Y) F_{*}(\operatorname{grad}(\ln \lambda))
\end{aligned}
$$

for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. Since $F$ is a horizontally homothetic map from 3.30) we obtain $\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(C X, C Y)=0$ and $F_{*}\left(T_{B X} B Y+A_{C Y} B X+A_{C X} B Y\right)=0$ for $X, Y \in$ $\Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$. Now suppose that $\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(C X, C Y)=0$ and $F_{*}\left(T_{B X} B Y+\right.$ $\left.A_{C Y} B X+A_{C X} B Y\right)=0$ in for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$, respectively. Thus, by 3.30 we get

$$
\begin{align*}
0 & =X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+C X(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C X)-g_{M}(C X, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) . \tag{3.31}
\end{align*}
$$

For $X=C X, Y=C Y$ and $C Y \in \Gamma\left(C\left(k e r F_{*}\right)^{\perp}\right)$ in 3.31, we get $0=2 \lambda^{2} C X(\ln \lambda)$ $g_{M}(C Y, C Y)$, which implies that $\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)(\operatorname{grad}(\ln \lambda))=0$. At the same time, from (3.31) if we take $X=Y=C X$ and $\omega U \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$, we get

$$
\begin{equation*}
0=4 \lambda^{2} C X(\ln \lambda) g_{M}(C X, \omega U)-2 \lambda^{2} \omega U(\ln \lambda) g_{M}(C X, C X) . \tag{3.32}
\end{equation*}
$$

Since $\lambda$ is a constant on $C\left(\operatorname{ker} F_{*}\right)^{\perp}$ we have $4 \lambda^{2} C X(\ln \lambda) g_{M}(C X, \omega U)=0$. Thus, by 3.32 we get $-2 \lambda^{2} \omega U(\ln \lambda) g_{M}(C X, C X)=0$, which implies that $\left(\omega\left(\operatorname{ker} F_{*}\right)\right)(\operatorname{grad}(\ln \lambda))=0$. Thus, $\mathcal{H}(\operatorname{grad}(\ln \lambda))=0$. It can be seen from here that $F$ is a horizontally homothetic map.

We say that a conformal slant Riemannian map $F$ from a complex manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$ is $\left\{\left(\operatorname{ker} F_{*}\right)^{\perp}-\left(k e r F_{*}\right)\right\}-$ pluriharmonic map if $F$ satisfies the following equation

$$
\left(\nabla F_{*}\right)(X, V)+\left(\nabla F_{*}\right)(J X, J V)=0
$$

for $X \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $V \in \Gamma\left(k e r F_{*}\right)$ [27, 28].

Theorem 3.9. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $F$ is a $\left\{\left(k e r F_{*}\right)^{\perp}-\right.$ $\left.\left(\operatorname{ker} F_{*}\right)\right\}$-pluriharmonic map, then two of the below assertions imply the third assertion,
i- $F$ is a horizontally homothetic map,
ii- $F_{*}\left(T_{B X} \omega U+A_{\omega U} B X+A_{C X} \phi U+h \stackrel{M}{\nabla}{ }_{X} \omega \phi U\right)=F_{*}\left(\omega A_{X} \omega U+C h \stackrel{M}{\nabla}{ }_{X} \omega U\right)$ and $\left(\nabla F_{*}\right)^{\perp}(C X, \omega U)=0$,
iii- The vertical distribution $\operatorname{ker} F_{*}$ is parallel along the horizontal distribution $\left(k e r F_{*}\right)^{\perp}$ on $M$,
for $X \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(k e r F_{*}\right)$.
Proof. From the definition of $\left\{\left(\operatorname{ker} F_{*}\right)^{\perp}-\left(\operatorname{ker} F_{*}\right)\right\}$-pluriharmonic map we get

$$
0=\left(\nabla F_{*}\right)(X, U)+\left(\nabla F_{*}\right)(J X, J U)
$$

for $X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(\operatorname{ker} F_{*}\right)$. Using symmetry property of second fundamental form of a map by (2.2), (3.12) and (3.13) we get

$$
\begin{aligned}
0 & =-F_{*}\left(\nabla_{X}^{M} U\right)+\left(\nabla F_{*}\right)(B X, \phi U)+\left(\nabla F_{*}\right)(\omega U, B X) \\
& +\left(\nabla F_{*}\right)(C X, \phi U)+\left(\nabla F_{*}\right)(C X, \omega U) .
\end{aligned}
$$

From (2.7), 2.8) and (2.10) we get

$$
\begin{aligned}
0 & =F_{*}\left(\nabla_{X} J \phi U\right)+F_{*}\left(J A_{X} \omega U+J h \stackrel{M}{\nabla}_{X} \omega U\right)-F_{*}\left(T_{B X} \phi U\right) \\
& -F_{*}\left(A_{\omega U} B X\right)-F_{*}\left(A_{C X} \phi U\right)+\left(\nabla F_{*}\right)^{\perp}(C X, \omega U) \\
& +C X(\ln \lambda) F_{*}(\omega U)+\omega U(\ln \lambda) F_{*}(C X) \\
& -g_{M}(C X, \omega U) F_{*}(\operatorname{grad}(\ln \lambda)) .
\end{aligned}
$$

Now, from Theorem 3.1, we have

$$
\begin{align*}
\cos ^{2} \theta F_{*}\left(\stackrel{M}{\nabla}_{X} U\right) & =F_{*}\left(h \stackrel{M}{\nabla}_{X} \omega \phi U+\omega A_{X} \omega U+C h \stackrel{M}{\nabla}_{X} \omega U\right) \\
& -F_{*}\left(T_{B X} \phi U+A_{\omega U} B X+A_{C X} \phi U\right) \\
& +\left(\nabla F_{*}\right)^{\perp}(C X, \omega U) \\
& +C X(\ln \lambda) F_{*}(\omega U)+\omega U(\ln \lambda) F_{*}(C X) \\
& -g_{M}(C X, \omega U) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.33}
\end{align*}
$$

for $X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(k e r F_{*}\right)$. If (i) and (ii) are satisfied in (3.33) we have

$$
\begin{gathered}
0=C X(\ln \lambda) F_{*}(\omega U)+\omega U(\ln \lambda) F_{*}(C X)-g_{M}(C X, \omega U) F_{*}(\operatorname{grad}(\ln \lambda)), \\
\left(\nabla F_{*}\right)^{\perp}(C X, \omega U)=0
\end{gathered}
$$

and

$$
F_{*}\left(T_{B X} \omega U+A_{\omega U} B X+A_{C X} \phi U+h \nabla_{X}^{M} \omega \phi U\right)=F_{*}\left(\omega A_{X} \omega U+C h \nabla_{X}^{M} \omega U\right),
$$

respectively. Then we get $F_{*}\left(\nabla_{X} U\right)=0$. Therefore the vertical distribution $k e r F_{*}$ is parallel along the horizontal distribution $\left(\operatorname{ker} F_{*}\right)^{\perp}$ on $M$ for $X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ and $U \in \Gamma\left(\operatorname{ker} F_{*}\right)$. Suppose that (i) and (iii) are satisfied in (3.33), one can see clearly that (ii) is satisfies. Assume that (ii) and (iii) are satisfied in (3.33) we get

$$
\begin{align*}
0 & =C X(\ln \lambda) F_{*}(\omega U)+\omega U(\ln \lambda) F_{*}(C X) \\
& -g_{M}(C X, \omega U) F_{*}(\operatorname{grad}(\ln \lambda)) . \tag{3.34}
\end{align*}
$$

For $C X \in \Gamma\left(C\left(k e r F_{*}\right)^{\perp}\right)$ in we get $0=\lambda^{2} \omega U(\ln \lambda) g_{M}(C X, C X)$, which implies that $\left(\omega\left(\operatorname{ker} F_{*}\right)\right)(\operatorname{grad}(\ln \lambda))=0$. At the same time, from 3.34) for $\omega U \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$ we get $0=\lambda^{2} C X(\ln \lambda) g_{M}(\omega U, \omega U)$, which implies that $\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)(\operatorname{grad}(\ln \lambda))=0$. Thus, $\mathcal{H}(\operatorname{grad}(\ln \lambda))=0$. It can be seen from here that $F$ is a horizontally homothetic map.

Theorem 3.10. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $F$ is a $\omega\left(k e r F_{*}\right)-$ pluriharmonic map, then $F$ is a horizontally homothetic map if and only if the following conditions

$$
\left(\nabla F_{*}\right)^{\perp}(Z, Y)+\left(\nabla F_{*}\right)^{\perp}(C Z, C Y)=0
$$

and

$$
F_{*}\left(T_{B Z} B Y+A_{C Z} B Y+A_{C Y} B Z\right)=0
$$

are satisfied for $Z, Y \in \Gamma\left(\omega\left(k e r F_{*}\right)\right)$.
Proof. From the definition of $\omega\left(\operatorname{ker} F_{*}\right)$ - pluriharmonic map we have

$$
0=\left(\nabla F_{*}\right)(Z, Y)+\left(\nabla F_{*}\right)(J Z, J Y)
$$

for $Z, Y \in \Gamma\left(\omega\left(k e r F_{*}\right)\right)$. From (2.2), (2.9) and (3.13) we get

$$
\begin{aligned}
0 & =\left(\nabla F_{*}\right)^{\perp}(Z, Y)+Z(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(Z) \\
& -g_{M}(Z, Y) F_{*}(\operatorname{grad}(\ln \lambda))-F_{*}\left(\nabla_{B Z} B Y\right)-F_{*}\left(\nabla_{C Z} B Y\right) \\
& -F_{*}\left(\nabla_{C Y} B Z\right)+\left(\nabla F_{*}\right)^{\perp}(C Y, C Z)+C Z(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C Z)-g_{M}(C Z, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) .
\end{aligned}
$$

Using (2.5) and (2.7) we get

$$
\begin{align*}
0 & =\left(\nabla F_{*}\right)^{\perp}(Z, Y)+\left(\nabla F_{*}\right)^{\perp}(C Y, C Z)+Z(\ln \lambda) F_{*}(Y) \\
& +Y(\ln \lambda) F_{*}(Z)-g_{M}(Z, Y) F_{*}(\operatorname{grad}(\ln \lambda))+C Z(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(C Z)-g_{M}(C Z, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) \\
& -F_{*}\left(T_{B Z} B Y\right)-F_{*}\left(A_{C Z} B Y\right)-F_{*}\left(A_{C Y} B Z\right) . \tag{3.35}
\end{align*}
$$

If $F$ is a horizontally homothetic map we have from (3.35)

$$
\begin{aligned}
0 & =Z(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(Z)-g_{M}(Z, Y) F_{*}(\operatorname{grad}(\ln \lambda)) \\
& +C Z(\ln \lambda) F_{*}(C Y)+C Y(\ln \lambda) F_{*}(C Z)-g_{M}(C Z, C Y) F_{*}(\operatorname{grad}(\ln \lambda))
\end{aligned}
$$

for $Z, Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Since $F$ is a horizontally homothetic map from 3.35) we obtain $\left(\nabla F_{*}\right)^{\perp}(Z, Y)+\left(\nabla F_{*}\right)^{\perp}(C Z, C Y)=0$ and $F_{*}\left(T_{B Z} B Y+A_{C Z} B Y+A_{C Y} B Z\right)=0$ for $Z, Y \in$ $\Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Suppose that

$$
\left(\nabla F_{*}\right)^{\perp}(Z, Y)+\left(\nabla F_{*}\right)^{\perp}(C Z, C Y)=0
$$

and $F_{*}\left(T_{B Z} B Y+A_{C Z} B Y+A_{C Y} B Z\right)=0$ in (3.35) for $Z, Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Thus, by 3.35) we get

$$
\begin{align*}
0 & =Z(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(Z)-g_{M}(Z, Y) F_{*}(\operatorname{grad}(\ln \lambda)) \\
& +C Z(\ln \lambda) F_{*}(C Y)+C Y(\ln \lambda) F_{*}(C Z) \\
& -g_{M}(C Z, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.36}
\end{align*}
$$

We know $g_{M}(Y, C Y)=g_{M}(Y, J Y-B Y)=g_{M}(Y, J Y)=0$. For $Z=Y$ and $C Y \in$ $\Gamma\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$ in (3.36) we get $0=-\lambda^{2} C Y(\ln \lambda)\left\{g_{M}(Y, Y)-g_{M}(C Y, C Y)\right\}$ which implies that $\left(C\left(k e r F_{*}\right)^{\perp}\right)(\operatorname{grad}(\ln \lambda))=0$. At the same time, from 3.36) if we take $Z=Y$ and $Y \in \Gamma\left(\omega\left(k e r F_{*}\right)\right)$ we get $0=\lambda^{2} Y(\ln \lambda)\left\{g_{M}(Y, Y)-g_{M}(C Y, C Y)\right\}$ which implies that $\left(\omega\left(\operatorname{ker} F_{*}\right)\right)(\operatorname{grad}(\ln \lambda))=0$. Thus $\mathcal{H}(\operatorname{grad}(\ln \lambda))=0$. It can be seen from here that $F$ is a horizontally homothetic map.

We say that a conformal slant Riemannian map $F$ from a complex manifold ( $M, g_{M}, J$ ) to a Riemannian manifold $\left(N, g_{N}\right)$ is $\left(\mu-\omega\left(\operatorname{ker} F_{*}\right)\right)$-pluriharmonic map if $F$ satisfies the following equation

$$
\left(\nabla F_{*}\right)(X, Y)+\left(\nabla F_{*}\right)(J X, J Y)=0
$$

for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$.

Theorem 3.11. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. If $F$ is a ( $\mu-$ $\omega\left(\right.$ ker $\left.\left.F_{*}\right)\right)$-pluriharmonic map, then $F$ is a horizontally homothetic map if and only if the following conditions

$$
\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(J X, C Y)=0
$$

and

$$
F_{*}\left(A_{J X} B Y\right)=0
$$

are satisfied for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(k e r F_{*}\right)\right)$.

Proof. From the definition of $\left(\mu-\omega\left(\operatorname{ker} F_{*}\right)\right)-$ pluriharmonic map, 2.2, 2.10) and (3.13) we have

$$
\begin{aligned}
0 & =\left(\nabla F_{*}\right)(X, Y)+\left(\nabla F_{*}\right)(J X, J Y) \\
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+\left(\nabla F_{*}\right)(J X, B Y)+\left(\nabla F_{*}\right)(J X, C Y) .
\end{aligned}
$$

Since the distributions $\mu$ and $\omega\left(\operatorname{ker} F_{*}\right)$ are orthogonal to each other, we have $g_{M}(X, Y)=0$. So, we obtain

$$
\begin{align*}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -F_{*}\left(A_{J X} B Y\right)+\left(\nabla F_{*}\right)^{\perp}(J X, C Y)+J X(\ln \lambda) F_{*}(C Y) \\
& +C Y(\ln \lambda) F_{*}(J X)-g_{M}(J X, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.37}
\end{align*}
$$

for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Suppose that $F$ is a horizontally homothetic map. From (3.37) we have

$$
\begin{align*}
0 & =X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& +J X(\ln \lambda) F_{*}(C Y)+C Y(\ln \lambda) F_{*}(J X) \\
& -g_{M}(J X, C Y) F_{*}(\operatorname{grad}(\ln \lambda)) . \tag{3.38}
\end{align*}
$$

Since $F$ is a horizontally homothetic map from 3.37) we obtain $F_{*}\left(A_{J X} B Y\right)=0$ and $\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(J X, C Y)=0$ for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Suppose that $F_{*}\left(A_{J X} B Y\right)=0$ and $\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(J X, C Y)=0$ for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$ in (3.37). Using conformality of $F$ for $X \in \Gamma(\mu)$ in (3.38) we get

$$
\begin{align*}
0 & =\lambda^{2}\left\{X(\ln \lambda) g_{M}(Y, X)+Y(\ln \lambda) g_{M}(X, X)\right. \\
& +J X(\ln \lambda) g_{M}(C Y, X)+C Y(\ln \lambda) g_{M}(J X, X) \\
& \left.-X(\ln \lambda) g_{M}(J X, C Y)\right\} \tag{3.39}
\end{align*}
$$

We know $g_{M}(C Y, X)=g_{M}(J Y, X)=-g_{M}(Y, J X)=0, g_{M}(J X, C Y)=0$ for $X \in \Gamma(\mu)$ and $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$ from (3.13). Then we obtain from 3.39) $\lambda^{2} Y(\ln \lambda) g_{M}(X, X)=0$, which implies that $\omega\left(\operatorname{ker} F_{*}\right)(\operatorname{grad}(\ln \lambda))=0$. For $X \in \Gamma(\mu)$ and $J X=X$ in (3.38) we get

$$
\begin{align*}
0 & =\lambda^{2}\left\{X(\ln \lambda) g_{M}(Y, X)+Y(\ln \lambda) g_{M}(X, X)\right. \\
& +X(\ln \lambda) g_{M}(C Y, X)+C Y(\ln \lambda) g_{M}(X, X) \\
& \left.-X(\ln \lambda) g_{M}(X, C Y)\right\} \tag{3.40}
\end{align*}
$$

Since $\lambda$ is a constant on $\omega\left(\operatorname{ker} F_{*}\right)$ we have $Y(\ln \lambda)=0$. We get from 3.40) $0=\lambda^{2} C Y(\ln \lambda)$ $g_{M}(X, X)$ that implies $\left(C\left(\operatorname{ker} F_{*}\right)^{\perp}\right)(\operatorname{grad}(\ln \lambda))=0$. It means $\lambda$ is a constant on $C\left(\operatorname{ker} F_{*}\right)^{\perp}$. Lastly for $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$ and $J X=X$ in (3.38) we get

$$
\begin{align*}
0 & =\lambda^{2}\left\{X(\ln \lambda) g_{M}(Y, Y)+Y(\ln \lambda) g_{M}(X, Y)\right. \\
& +X(\ln \lambda) g_{M}(C Y, Y)+C Y(\ln \lambda) g_{M}(X, Y) \\
& \left.-Y(\ln \lambda) g_{M}(X, C Y)\right\} \tag{3.41}
\end{align*}
$$

We know $g_{M}(C Y, Y)=g_{M}(J Y, Y)=0$ from (3.13) for $Y \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. Then we obtain from 3.41) $0=\lambda^{2} X(\ln \lambda) g_{M}(Y, Y)$, which implies that $\mu(\operatorname{grad}(\ln \lambda))=0$. Thus, $\mathcal{H}(\operatorname{grad}(\ln \lambda))=0$. It can be seen from here that $F$ is a horizontally homothetic map.

Theorem 3.12. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. $F$ is a $\mu$-pluriharmonic map if and only if $\lambda$ is a constant on $\omega\left(k e r F_{*}\right)$.

Proof. From the definition of $\mu$ - pluriharmonic map and 2.10 , we have

$$
\begin{aligned}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda))+\left(\nabla F_{*}\right)^{\perp}(J X, J Y)+J X(\ln \lambda) F_{*}(J Y) \\
& +J Y(\ln \lambda) F_{*}(J X)-g_{M}(J X, J Y) F_{*}(\operatorname{grad}(\ln \lambda))
\end{aligned}
$$

for $X, Y \in \Gamma(\mu)$. Since $g_{M}(X, Y)=g_{M}(J X, J Y)$ we obtain

$$
\begin{align*}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\perp}(J X, J Y)+X(\ln \lambda) F_{*}(Y) \\
& +Y(\ln \lambda) F_{*}(X)+J X(\ln \lambda) F_{*}(J Y)+J Y(\ln \lambda) F_{*}(J X) \\
& -2 g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.42}
\end{align*}
$$

Now taking $X=Y$ in (3.42) we get

$$
\begin{align*}
0 & =\left(\nabla F_{*}\right)^{\perp}(X, X)+\left(\nabla F_{*}\right)^{\perp}(J X, J X) \\
& +2 X(\ln \lambda) F_{*}(X)+2 J X(\ln \lambda) F_{*}(J X) \\
& -2 g_{M}(X, X) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.43}
\end{align*}
$$

For $Z \in \Gamma\left(\omega\left(k e r F_{*}\right)\right)$ in 3.43 we get

$$
\begin{aligned}
0 & =g_{N}\left(\left(\nabla F_{*}\right)^{\perp}(X, X), F_{*}(Z)\right)+g_{N}\left(\left(\nabla F_{*}\right)^{\perp}(J X, J X), F_{*}(Z)\right) \\
& +2 X(\ln \lambda) g_{N}\left(F_{*}(X), F_{*}(Z)\right)+2 J X(\ln \lambda) g_{N}\left(F_{*}(J X), F_{*}(Z)\right) \\
& -2 g_{M}(X, X) g_{N}\left(F_{*}(\operatorname{grad}(\ln \lambda)), F_{*}(Z)\right)
\end{aligned}
$$

Because of $F$ is a conformal map and $\mu$ is a invariant distribution we obtain

$$
\begin{align*}
0 & =2 \lambda^{2}\left\{X(\ln \lambda) g_{M}(X, Z)+J X(\ln \lambda) g_{M}(J X, Z)\right\} \\
& -2 \lambda^{2} g_{M}(X, X) g_{M}(\operatorname{grad}(\ln \lambda), Z) \\
0 & =-2 \lambda^{2} Z(\ln \lambda) g_{M}(X, X) \tag{3.44}
\end{align*}
$$

From equation (3.44) we obtain $Z(\ln \lambda)=0$, which implies that $\lambda$ is a constant on $\omega\left(k e r F_{*}\right)$ for $Z \in \Gamma\left(\omega\left(\operatorname{ker} F_{*}\right)\right)$. The converse is clear.

We now give necessary and sufficient conditions for a conformal slant Riemannian map to be totally geodesic map.

Theorem 3.13. Let $F:\left(M, g_{M}, J\right) \longrightarrow\left(N, g_{N}\right)$ be a conformal slant Riemannian map from a Kaehler manifold $\left(M, g_{M}, J\right)$ to a Riemannian manifold $\left(N, g_{N}\right)$. Then, $F$ is a totally geodesic map if and only if the following conditions are satisfied for $X, Y, Z \in \Gamma\left(\left(k e r F_{*}\right)^{\perp}\right)$ and $U, V \in \Gamma\left(k e r F_{*}\right)$;
i- $g_{N}\left(F_{*}\left(C h \nabla_{U}^{M} \omega V\right)+F_{*}\left(\omega \hat{\nabla}_{U} \phi V+\omega T_{U} \omega V\right), F_{*}(X)\right)=0$,
ii- $F$ is a horizontally homothetic map and $\left(\nabla F_{*}\right)^{\perp}(X, Y)=0$.

Proof. Now, from (2.2), (2.5), (3.12) and (3.13) we have

$$
\begin{aligned}
\left(\nabla F_{*}\right)(U, V) & =F_{*}\left(J T_{U} \phi V+J \hat{\nabla}_{U} \phi V\right) \\
& +F_{*}\left(\omega T_{U} \omega V+C h \nabla_{U}^{M} \omega V\right)
\end{aligned}
$$

Because $T$ is symmetric, we get

$$
\begin{aligned}
\left(\nabla F_{*}\right)(U, V) & =\cos ^{2} \theta F_{*}\left(T_{V} U\right)+F_{*}\left(\omega \hat{\nabla}_{U} \phi V\right) \\
& +F_{*}\left(\omega T_{U} \omega V+C h \nabla_{U} \omega V\right)
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\sin ^{2} \theta\left(\nabla F_{*}\right)(U, V)=F_{*}\left(\omega \hat{\nabla}_{U} \phi V\right)+F_{*}\left(\omega T_{U} \omega V+C h \nabla_{U}^{M} V\right) \tag{3.45}
\end{equation*}
$$

for $U, V \in \Gamma\left(k e r F_{*}\right)$. Thus, we obtain from (3.45)

$$
\begin{align*}
\sin ^{2} \theta g_{N}\left(\left(\nabla F_{*}\right)(U, V), F_{*}(X)\right) & =g_{N}\left(F_{*}\left(\omega \hat{\nabla}_{U} \phi V+\omega T_{U} \omega V\right), F_{*}(X)\right) \\
& +g_{N}\left(F_{*}\left(C h \stackrel{\rightharpoonup}{\nabla}_{U} \omega V\right), F_{*}(X)\right) \tag{3.46}
\end{align*}
$$

for $X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. (i) is satisfied in (3.46). Now, from 2.9) we get

$$
\begin{align*}
\left(\nabla F_{*}\right)(X, Y) & =\left(\nabla F_{*}\right)^{\perp}(X, Y)+\left(\nabla F_{*}\right)^{\top}(X, Y) \\
& =\left(\nabla F_{*}\right)^{\perp}(X, Y)+X(\ln \lambda) F_{*}(Y)+Y(\ln \lambda) F_{*}(X) \\
& -g_{M}(X, Y) F_{*}(\operatorname{grad}(\ln \lambda)) \tag{3.47}
\end{align*}
$$

for $X, Y \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. From (3.47) we have

$$
\begin{aligned}
g_{N}\left(\left(\nabla F_{*}\right)(X, Y), F_{*}(X)\right) & =g_{N}\left(\left(\nabla F_{*}\right)^{\perp}(X, Y), F_{*}(X)\right) \\
& +X(\ln \lambda) g_{N}\left(F_{*}(Y), F_{*}(X)\right) \\
& +Y(\ln \lambda) g_{N}\left(F_{*}(X), F_{*}(X)\right) \\
& -g_{M}(X, Y) g_{N}\left(F_{*}(\operatorname{grad}(\ln \lambda)), F_{*}(X)\right) \\
& =Y(\ln \lambda) g_{N}\left(F_{*}(X), F_{*}(X)\right) \\
& =\lambda^{2} Y(\ln \lambda) g_{M}(X, X)
\end{aligned}
$$

for $X \in \Gamma\left(\left(\operatorname{ker} F_{*}\right)^{\perp}\right)$. We have $0=\lambda^{2} Y(\ln \lambda) g_{M}(X, X)$ which implies $Y(\ln \lambda)=0$. So, $\lambda$ is a constant on $\left(k e r F_{*}\right)^{\perp}$. $F$ is a horizontally homothetic map and from (3.47) we get $\left(\nabla F_{*}\right)^{\perp}(X, Y)=0$. Therefore, (ii) is satisfied. We complete the proof.
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